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1. Introduction.

We consider parabolic two-component systems of the form

\[ \partial_t u = \partial_x^2 u - F'(u) \]

on the whole real axis \(-\infty < x < \infty\) where \(u = (u_1, u_2) \in \mathbb{R}^2\), \(F(u)\) is a given smooth non-negative potential which has the gradient \(F'(u)\) which is Lipschitzian in \(u\). We consider solutions bounded for all \(x, t\). Such solutions include in particular \(x\)-periodic solutions.

Our main goal is to describe domains in the function space which are invariant with respect to this equation, and which correspond to stable, spatially chaotic patterns. Existence of such domains may model persistence of spatially chaotic patterns in many natural phenomena. It turns out that the spatial behavior can be very complex, and the complexity can be described in terms of appropriate algebraic-topological notions. In the scalar case when \(u = u_1\), constant solutions \(u = m\) where \(m = \text{const}\) satisfies the equation \(F'(m) = 0\), play an important role. Solutions \(m_i\) of this equation divide the real line \(\mathbb{R}^1\) into a number of intervals \(\Omega_i = \{u : m_i < u < m_{i+1}\}\). If initial data \(u(x, 0)\) of (1.1) take value in only one of these intervals, then it is well known that the Maximum Principle implies that the values \(u(x, t)\) stay in this interval for all \(t \geq 0\) (see [13]). Hence, a geometrical partition of \(\mathbb{R}^1\) explicitly defines a number of invariant domains in the function space of initial data of (1.1). In the case of the two-component system we consider here, the Maximum Principle is not applicable; the topology of the plane differs from the topology of the straight line. Nevertheless, it is possible to define geometrically domains in the function space that are invariant under (1.1). Now an important role is played not by constants, but by special time-independent periodic solutions of (1.1) which correspond to minimal cycles of a corresponding Jacobian metric; the cycles determine "holes" in the plane. These holes create a "soft obstacle" for dynamics (see Remark
3.6); but if energy is bounded, this obstacle can't be jumped over and creates a topological restriction on dynamics and thus defines invariant domains in the function space. Here we continue research started in [1], [4], [5].

In [1] it was proved that if the graph of \( F(u) \) has large enough bumps, one can introduce a non-trivial topological space \( D' \) in the \( u \)-plane. The dynamical system \( S_t \) generated by (1.1) that takes \( u(x, 0) \) to \( u(x, t) \), which is defined on \( x \)-periodic functions with period \( L \) with bounded energy has topologically conserved quantities \( b = h(u(t)) \) where \( b \) is an element of the fundamental group of the introduced space. The maximal complexity of \( b \) depended on the size of the bumps and the bumps were assumed to be large if the energy (and complexity) of solutions is large. In [4], [5] a connection was shown between the homotopy conservation laws and properties of the Jacobian metric \( \sqrt{2F} \, ds \). In the present paper we study the case when the energy

\[
E(u) = \int_0^L \frac{1}{2} |\partial_x u|^2 + F(u) \, dx
\]

of solutions and their complexity is arbitrarily large or infinite (thanks to unboundedness of \( L \)) and describe topological obstacles in intrinsic terms of the Jacobian metric.

Steady-state solutions of (1.1) play important role in the dynamics. We consider bounded solutions of the steady-state equation

\[
(1.2) \quad \partial_x^2 U - F'(U) = 0
\]

which satisfy the Hamiltonian conservation law

\[
(1.3) \quad |\partial_x U(x)|^2 / 2 - F(U(x)) = 0 \quad \forall x
\]

that is \( U(x), \partial_x U(x) \) lie on a fixed level surface in \( \mathbb{R}^4 \) of the Hamiltonian. We take \( F(u) = F_0(u) + \mu, F_0(u) \geq 0 \), so (1.3) fixes the arbitrary constant \( \mu \) in the definition of the potential \( F \).

The main object which is responsible for existence of extremely many stable spatial patterns is a minimal cycle. We consider in this paper the case when there exist several minimal cycles, that is closed geodesics \( C_i = \partial D_i \) which encircle non-intersecting domains \( D_i \). The cycles are contained inside a larger domain \( D_0 \) encircled by an external minimal geodesic \( C_0 \). We give a very simple explicit sufficient condition for existence of a minimal cycle \( C_i \). Let \( C^3, C^2, C^1 \) be three circles encircling disks \( D^1 \subset D^2 \subset D^3 \) centered at a point \( \bar{P} \) with radii \( r_1 = r/(\pi + 1), r_2 = r, r_3 = R \) respectively. Let \( F(u) \geq M \) in \( D^2 \setminus D^1 \) and \( F(u) \leq m \) on \( C^3 \). If \( \sqrt{M} r/(\pi + 1) > R \pi \sqrt{m} \) then there
exists a minimal cycle \( C_i = \partial D_i \) encircling \( D_i, \ C^1 \subset D_i \). Geometrically this means that if this condition is fulfilled, the surface corresponding to the Jacobian metric forms a mushroom which grows on the plane, and the minimal cycle encircles its leg. This condition gives in particular a simple criterion for existence of a periodic solution of (1.2). An external minimal cycle \( C_0 \) which encircles \( D_0 \) exists if \( F(u) \) has also a "bump" at infinity, for example if \( F(u)|u|^2 \to \infty \) as \( |u| \to \infty \).

We consider the domain \( D'' \subset \mathbb{R}^2, D'' = D_0 \setminus \bigcup_{i=1}^{n} \bar{D}_i \). The fundamental homotopy group \( \pi_1(D'', \sigma) = \pi_1 \) of the set \( D'' \) is a free group with \( n \) generators \( g_i \) corresponding to counterclockwise cycles in \( D'' \) around points \( P_i \in D_i \) starting from and ending in a fixed closed contractible base set \( \sigma \) (this set may consist of one base point \( P_\ast \)); cyclic permutations of words in the group correspond to homotopy classes of closed curves without a designated set \( \sigma \); the set of classes is denoted by \( \pi_1 \). A generalized homotopy element \( b \in \pi_1^\infty \) is given as a formal infinite product (irreducible word) \( b = \prod_{i=-\infty}^{\infty} g_{ij}^k \) without cancellations. Elements of \( \pi_1 \) are represented by finite irreducible words.

---

Figure 1: A curve of class \( g_1^{-2} g_2^1 \)
We construct solutions with a prescribed homotopy type \( b \in \pi_1^\infty \) using minimizers of Jacobian length. When the interval is infinite we prove for any given \( b \) existence of stable steady-state solutions \( U(x), -\infty < x < \infty \) of the equation (1.2) which belong to generalized homotopy classes \( b \in \pi_1^\infty \), and finite restrictions of which minimize Jacobian length of the restriction. Note that in geometry existence of minimal geodesics on a manifold in every class of the fundamental group of the manifold is well-known starting from Hadamard (see [8], [9], [14], [16], [21], [22] and references therein). The strong influence of "big bumps" of the Riemannian metric on the manifold on the topology of geodesics is also well known (see [8], [9]). Geodesics which correspond to infinite products of generators are related to minimal geodesics in a cover of the manifold (see [8], [9] and references therein). The most deeply studied cases are the case of geodesics on a torus \( T^2 \) and on surfaces of constant negative curvature (see [3], [15]); in the mentioned cases topology of the manifold is non-trivial from the very beginning. A variational approach was recently applied in [10], [11] to construct chaotic solutions of a Hamiltonian system on a manifold using the topology of the manifold.

The natural Jacobian metric corresponding to the potential \( F(u) \) from (1.1) is defined on the plane \( \mathbb{R}^2 \), apriori the topology in the \( u \)-plane is trivial; also we do not assume any kind of hyperbolicity. Our paper is not aimed at studying properties of geodesics, but we are trying to use ideas and notions from geometry to study dynamics of curves in the plane generated by (1.1). Since the dynamics of (1.1) cannot be reduced to geodesics (geodesics correspond to equilibria of the parabolic flow), the main point of our research is to find robust properties of geodesics and robust relations between properties of geodesics and properties of general curves which are close to them; these relations have to be stable under the dynamics of (1.1). We managed to do that through introduction of a non-trivial topology in the \( u \)-plane related to existence of minimal cycles.

Together with steady-state solutions \( U(x) - \) minimizers with a given homotopy type \( b \) – we consider initial data \( u(0) \) which are close to \( U \) in the sup-norm of \( C(\mathbb{R}) \) and which have local energy density close to that of \( U \), namely

\[
\int_{-\infty}^{\infty} |F(u(0, x)) + |\partial_x u(0, x)|^2/2 - F(U(x)) - |\partial_x U(x)|^2/2| \, dx \leq \beta.
\]

We prove that the generalized homotopy type \( b \) is preserved under dynamics \( u(t) \) of (1.1) (in fact \( \beta \) may be not small if \( F(u) \) is large enough inside \( D_i \)). We show that an approximate Hamiltonian conservation law holds for
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solutions of (1.1):

\[ (1.4) \quad \int_{-\infty}^{\infty} \left( \sqrt{2F_0(u(x,t)) + 2\mu - |\partial_x u(x,t)|^2} \right)^2 dx \leq 2\theta \ \forall t \geq 0. \]

Here \( \theta \) does not depend on \( t \); convergence of (1.4) implies that

\[ 2F_0(u(x,t)) + 2\mu - |\partial_x u(x,t)|^2 \]

can be not small only on a subset of the real line with a finite Lebesgue measure; note that (1.3) does not hold strictly for non-equilibrium solutions of (1.1).

So we classify essentially different invariant classes of (1.1) by two parameters: Hamiltonian value \( \mu = |\partial_x U|^2 / 2 - F_0(U) \), which is a continuous parameter (clearly convergence of (1.4) fixes \( \mu \) for solutions of (1.1) like (1.3) fixes it for solutions of (1.2); and by the generalized homotopy type \( b \in \pi_1^G \) which is a parameter of spatial chaos. We study the relation between the homotopy complexity of the solutions restricted to an interval \(-L < x < L\) and the length of this interval. The number \( N(L) \) of homotopy different restrictions of solutions to a segment of length \( 2L \) can be estimated in terms of quantities similar to entropy. We introduce the following characteristics of complexity:

\[ 0 < h_* = \lim_{L \to \infty} \inf \ln N(L)/(2L) \leq \lim_{L \to \infty} \sup \ln N(L)/(2L) = h^*. \]

We call \( h^* \) and \( h_* \) upper and lower complexity respectively.

As an example we consider the case of a special potential when the potential \( F(u) = F(u, d) \) is constant outside two very narrow circular rings with width \( d \) and has a small variation in the ring. In this case \( |h^* - h_0\sqrt{2\mu}| + |h_* - h_0\sqrt{2\mu}| = O(d) \) and \( h_0 \) is a solution of the equation

\[ e^{-h_0w} + e^{-h_0y} + e^{-h_0z} = 1 \]

where \( w, y, z \) are lengths of common tangents to the two circles (in the limit \( d = 0 \)) and circular arcs between them (see Section 7 for details). To find this estimate we used topological entropy of the suspended flow (see [25]). Since spatially periodic solutions are of special interest, we estimate (in the case \( d = 0 \)) their number \( N_{\text{per}}(L) \). The number \( N_{\text{per}}(L) \) of homotopy different spatially periodic solutions with period not greater than \( L \) is of order

\[ N_{\text{per}}(L) \sim \frac{e^{h_0L\sqrt{2\mu}}}{h_0L\sqrt{2\mu}} \]
for large $L$. Note that we consider the case when the diffusion coefficient multiplying $\partial_x^2 u$ is $\nu = 1$; the general case is reduced to this by changing $x$ for $\sqrt{\nu} x$. So in the above formula $L$ is a dimensionless length related to the length scale $\sqrt{\nu}$. In case $\nu \neq 1$ one has to replace $\mu$ by $\mu/\nu$.

2. Reaction-diffusion systems with a positive potential.

We consider the system (1.1) where $F(u)$ is a potential which has the properties described in the introduction, in particular $F(u) = F_0(u) + \mu, F_0 \geq 0, \mu > 0$ with a fixed $\mu$. So

\[(2.1) \quad F(u) \geq \mu > 0, \quad \forall u \in \mathbb{R}^2.\]

Later we show that it suffices to impose this condition only for a bounded set of $u$ rather than for all $u$.

We impose either $L$-periodic boundary conditions

\[(2.2) \quad u(0, t) = u(L, t)\]

or Dirichlet boundary conditions

\[(2.3) \quad u(0, t) = p_1, \quad u(L, t) = p_2.\]

Later we consider the equation on the infinite interval.

The energy of a solution on a finite interval is given by the formula

\[
\mathcal{E}(u) = \int_0^L \left[ \frac{1}{2} |\partial_x u|^2 + F(u) \right] dx.
\]

The energy equation for solutions of (1.1) with periodic or Dirichlet boundary conditions is

\[
(2.4) \quad \mathcal{E}(u(T)) - \mathcal{E}(u(0)) = - \int_0^T \int_0^L |\partial_t u|^2 dx dt.
\]

The norm in Sobolev spaces $H_s$ is defined by $\|u\|_s^2 = \|(-\partial_x^2)^{s/2} u\|^2 + \|u\|^2$ where $\|u\|$ is the $L_2$-norm of $u$. The space $C([0, L])$ has the usual sup-norm. By the Sobolev embedding theorem $H_1([0, L]) \subset C([0, L])$.

The following two theorems hold for equation (1.1) with periodic or Dirichlet boundary conditions.
Theorem 2.1. For any initial data \( u(0) \in H_1([0, L]) \) which satisfies either periodic (2.2) or Dirichlet (2.3) boundary conditions there exists a unique solution \( u(t) = u(x, t), u(t) \in H_2, t > 0 \), of (1.1) with periodic (2.2) or Dirichlet (2.3) boundary conditions respectively. It satisfies the energy estimate

\[
\mathcal{E}(u(t)) \leq \mathcal{E}(u(0)) \quad \forall \ t \geq 0.
\]

The proof of existence is based on the Galerkin method and is standard, see [6]; the inequality follows from (2.4).

Therefore (1.1) generates a semigroup of operators \( S_t : u(0) \to u(t) \) which acts in \( H_1([0, L]) \).

The following theorem is standard, see [6], [13].

Theorem 2.2. For every \( \beta > 0 \) and every non-empty closed invariant subset \( E(\beta) \subset \{ \mathcal{E}(u) \leq \beta \} \) bounded in \( C([0, L]) \) the semigroup \( S_t \) generated in \( H_1 \) by the equation (1.1) has a global attractor \( \mathcal{A}(\beta) \) which contains an equilibrium point \( U \) such that the energy \( \mathcal{E}(U) = \inf_{u \in E(\beta)} \mathcal{E}(u) \). In particular, for every bounded in \( C([0, L]) \) solution \( u(t), t > 0 \) of (1.1) there exists a solution \( U \) of (1.2) which belongs to the omega-limit set of \( u(t) \).


We introduce the Jacobian (or Fermat-Maupertuis) functional

\[
\mathcal{J}(u) = \int_0^L \sqrt{2F(u)} |\partial_x u| dx,
\]

the value of this functional is determined by the graph of the curve \( u \) and does not depend on its \( x \)-parameterization, so

\[
\mathcal{J}(u) = \int_{s_1}^{s_2} \sqrt{2F(u(s))} |du(s)|.
\]

Here \( u(s) = u(x(s)) \), \( \int_{s_1}^{s_2} |du(s)| \) is the Euclidean length of the curve. If the natural parametrization \( |du(s)| = ds \) is used, the Euclidean length equals \( s_2 - s_1 \), \( s_1 \) can be taken arbitrarily. Here \( x(s) \) is a monotone function, \( x(s_1) = 0, x(s_2) = L \). We consider functions \( u(x(s)) \) with bounded variation.

Very often we use a parametrization which does not coincide with the natural and take \( s_1 = 0, s_2 = 1 \). For any curve, for which such an integral is not defined, we put \( \mathcal{J}(u) = +\infty \).
The functional $J$ determines a Jacobian length and a Riemannian metric on $\mathbb{R}^2$ with the tensor $\sqrt{2F} \delta_{ij}$ where $\delta_{ij}$ is the Kronecker symbol. Jacobian distance between two points $Q_1, Q_2 \in \mathbb{R}^2$ is given by $\text{dist}_J(Q_1, Q_2) = \inf_u J(u)$ where $u(s)$ connects $Q_1, Q_2$.

Very often, abusing notations, we write $u(s)$ instead of $u(x(s))$; the parametrization by $s$ is not necessarily the natural Euclidean parametrization. We also use the letter $u$ to denote functions $u(x)$ as well as points in the $u$-plane. The sense of notation is clear from context. Obviously,

\[(3.1) \quad J(u) + \frac{1}{2} \int_0^L \left( \sqrt{2F(u(x))} - |\partial_x u| \right)^2 dx = \mathcal{E}(u) \]

and

\[(3.2) \quad J(u) \leq \mathcal{E}(u). \]

**Definition 3.1.** Let a smooth simple Jordan curve $C_i$ bound a domain $D_i$, $C_i = \partial D_i$ (we always take open domains $D_i$ and denote by $\bar{D}_i$ their closure). It is called a minimal cycle if it has the following minimality property. For any closed cycle $\Gamma$ which lies in an $\varepsilon$-neighborhood $O_\varepsilon(C_i)$ of the cycle in the $u$-plane, $\Gamma \subset O_\varepsilon(C_i) \cap \bar{D}_i$, once encircles $P_i \in D_i \setminus O_\varepsilon(C_i)$ and has a point $Q$ strictly inside $D_i$ at distance $\varepsilon_1$ from $C_i$ the following inequality holds: $J(\Gamma) \geq J(C_i) + \varepsilon_2$ where $\varepsilon_2 > 0$ depends on $\varepsilon_1$ and does not depend on $\Gamma$.

**Definition 3.2.** A cycle $C_i$ encircling $D_i$ is called $\theta$-stable (with $\theta > 0$) with respect to a cycle $C_i^1 = \partial D_i^1$, $D_i^1 \subset D_i$, if for any curve $\Gamma^0 = u(x)$, $x_1 \leq x \leq x_2$ which lies in $\bar{D}_i \setminus D_i^1$ and $\Gamma^0 \cap C_i^1 \neq \emptyset$ there exists a homotopy $\Gamma^t, 0 \leq t \leq 1$ of this curve inside the ring $\bar{D}_i \setminus D_i^1$ which does not change points of $\Gamma^0 \cap C_i$ such that $\Gamma^1 \subset C_i$, $J(\Gamma^0) \geq J(\Gamma^1) + \theta$.

**Remark 3.1.** A minimal cycle $C_i$ is $\varepsilon_2$-stable with respect to a cycle $C_i^1$ which can be chosen arbitrary close to $C_i$, with $\varepsilon_2$ depending on the distance between $C_i^1$ and $C_i$. This follows from the following lemma.

**Lemma 3.1.** Let $C_i$ be a minimal cycle which encircles $D_i$. Let $u_0(x), x_1 < x < x_2$ be a curve which lies in $O_\varepsilon(C_i) \cap D_i$, with endpoints on the cycle $u_0(x_1) = Q_1 \in C_i$, $u_0(x_2) = Q_2 \in C_i$ and one point $u_0(x_0) = Q$ strictly inside $C_i$ at distance $\varepsilon_1 > 0$ from $C_i$. Than there exists a homotopy $u^t(x)$ in $O_\varepsilon(C_i) \cap \bar{D}_i$ which transforms the curve into the curve $u^1(x)$ with the same endpoints $u^1(x_1) = Q_1, u^1(x_2) = Q_2$ which takes values in $C_i$. There exists a number $\varepsilon_2 > 0$ which depends only on $\varepsilon_1$ such that $J(u^1) \leq J(u^0) - \varepsilon_2$. The same is true for closed $u^0$ without points on $C_i$. 
Proof. The reason we need a proof is that in the definition of a minimal cycle the curve Γ is a cycle which once turns around D, and here we may have many turns.

Since the ring $A = \tilde{O}_\epsilon(C_i) \cap \tilde{D}_i$ is homeomorphic to the product $C_i \times [0, 1/2]$ we take the homotopy $H(t), 0 \leq t \leq 1/2$ defined on the ring $A$ which shrinks $[0, 1/2]$ to $\{0\}$; it is the identity function on the boundary $C_i$, $H(0)(A) = A$, $H(1/2)(A) = C_i = C_i \times \{0\}$. Let $\Gamma'$ be the arc of $C_i$ with endpoints $Q_1, Q_2$ which forms together with $u^0$ an oriented cycle $G^0$ (cycles $C_i$ are always oriented counterclockwise, orientation of $u^0$ is determined by its parameterization). The curves $G^0$ and $G^1 = H(1/2)(G_0)$ have the same homotopy type $g^\alpha$ where $\alpha$ equals to the rotation number around $D_i$. The closed curve $G^0$ is parameterized by $x_1 < x < x_2$ ($x_2 < x < x_3$ is a parameterization of $\Gamma'$). We identify $x_1$ and $x_3$. The curve $G^1(s) = H(1/2)(G^0(s))$ has the induced parameterization. We introduce the coordinate $\phi$ on $C_i$ which is proportional to the Euclidean distance from $u^0(x_1)$ along the curve in the counterclockwise direction and is normalized so that $\phi$ and $\phi + 2\pi$ are coordinates of the same point. The standard curve $G^2 \subset C_i$ is obtained by passing $\alpha$ times along $C_i$ with a non-zero constant speed, it is given by the formula $\phi = \phi_2(x) = 2\pi \alpha (x - x_1)/(x_3 - x_1)$; we use the same parameterization for $\Gamma'$. We have $J(G^2) = |\alpha| J(C_i)$. There is a homotopy in $C_i$ which connects $G^1$ and $G^2$ (since they are from the same homotopy class; the fundamental groups $\pi_1(R^2 \setminus D_i)$ and $\pi_1(C_i)$ are naturally isomorphic, they are given by the rotation number). The curves $G_1$ and $G_2$ are written using the coordinate $\phi$ as $\phi_1(x)$ and $\phi_2(x)$ respectively with $\phi_1(x_1) = \phi_2(x_1)$ by definition, $\phi_1(x_3) = \phi_2(x_3) = \phi_1(x_1) + 2\alpha \pi$ since they have the same rotation number. The homotopy connecting them is given by $t\phi_1(x) + (1 - t)\phi_2(x)$; it is the identity function on $x_2 < x < x_3$.

We take as $u^1$ the curve which represents $G^2$ and is composed of the arc $\Gamma'' = C_i \setminus \Gamma'$ and $|\alpha| - 1$ cycles $C_i$. Its length equals

$$J(u^1) = |\alpha| J(C_i) - J(\Gamma').$$

Now we give a lower estimate of $J(G^0)$:

$$J(G^0) \geq |\alpha| J(C_i) + \epsilon_2.$$

This estimate follows from the definition of a minimal cycle when $|\alpha| = 1$ (closed curves with $|\alpha| = 1$ we call elementary). In the general case we will show that $G^0$ includes at least $|\alpha|$ elementary curves, and one of them passes through $Q$; this yields the estimate. First we make general remarks. Consider a closed curve $u(s), s_0 \leq s \leq s_6$ in $D_i$ which has a finite Jacobian
length, lies in the ring $A$ and has a non-trivial homotopy type $b = g_i^\alpha$ with a fixed $\alpha \neq 0$ with respect to a point $P_i \in D_i \setminus A$ (we denote the set of such curves by $\Xi_0$). The curve may have self-intersections; if $|\alpha| > 1$ the curve must have self-intersections, since by the Jordan’s theorem a simple curve is a cycle for which $\alpha = \pm 1$.

An interval $[s_4, s_5] \subset [s_0, s_6]$ is called a rest interval if $u(s) = u(s_5) \forall s \in [s_4, s_5]$; for every rest interval we can find a maximal rest interval which contains it. An interval $[s_1, s_2] \subset [s_0, s_6]$ is called a loop interval if $u(s_2) = u(s_1)$ and there exists $s_0 \in [s_1, s_2]$ such that $u(s_0) \neq u(s_1)$. We call the loop interval $[s_1, s_2]$ simple if for every two points $s_5, s_4$ such that $s_1 \leq s_4 < s_5 \leq s_2$ the equality $u(s_5) = u(s_4)$ implies that $[s_4, s_5]$ is a rest interval. If the homotopy class on a loop interval $[s_1, s_2]$ with respect to $P_i$ is trivial we call this interval non-essential (see Fig. 2 where a loop which corresponds to a non-essential loop interval is shown).

If we have a loop interval $[s_1, s_2]$, we can modify a curve by a cut-off operation eliminating the loop, that is by putting $u(s) = u(s_1), s_1 \leq s \leq s_2$ without changing the curve outside the loop interval.

The cut-off operation does not increase Jacobian length and variation; if the interval is non-essential it preserves the homotopy type. Such operation allows to obtain from a given $u(s)$ a curve $\hat{u}(s)$ which has the same type and has no non-essential loop intervals. It is clear that if the original curve has a finite number of self-intersections, we can replace non-essential loop intervals by rest intervals in a finite number of steps.
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Figure 2.
In the general case we introduce a partial ordering in the set \( \Xi_0 \). We say that \( u \gg v \) if \( u(s), v(s) \) are defined on the same interval \([s_0, s_6]\), every rest interval or non-essential loop interval of \( u \) is a rest interval of \( v \) and \( u(s) = v(s) \) outside rest intervals of \( v \). Starting with a given \( u \) and applying the above modification we obtain in the limit as a minimal element \( \widehat{u}(s) \) which has no non-essential loop intervals and the corresponding curve \( \widehat{G}^0 \). The homotopy type of \( G^0 \) is not changed, \( h(\widehat{G}^0) = h(G^0) = \alpha \).

Every simple loop interval of \( \widehat{u}(s) \) has a graph which is a simple Jordan curve without self-intersections and by Jordan’s theorem the loop belongs to the class \( g_i^{\pm 1} \). Since the type of an essential loop is \( g_i^{\pm 1} \), after applying the cut-off operation to a simple (essential) loop interval the homotopy type \( \alpha \) is changed by \( \pm 1 \). The Jacobian length of a deleted simple loop is not less than \( J(C_i) \) by definition of a minimal cycle. We have self-intersections and may continue the cut-off operations as long as \( |\alpha| > 1 \) by Jordan’s theorem. After \( N - 1 \) cut-off operations we have only one loop interval (the number \( N \) of such operations is finite since \( v = \widehat{u} \) has a finite length), and the resulting curve is of the class \( \alpha = \pm 1 \). Therefore we obtain the inequality \( J(G^0) \geq NJ(C_i) \). We need at least \( |\alpha| \) subtractions of \( \pm 1 \) from \( \alpha \) to get zero, so \( N \geq |\alpha| \). Therefore we get \( J(G^0) \geq |\alpha|J(C_i) \), which is a weaker version (with \( \varepsilon_2 = 0 \)) of (3.4).

Consider now the point \( s = s_* \), \( u(s_*) \) at distance \( \varepsilon_1 \) from \( C_i \), it lies on one of the simple loops. We have \( s_* \in [s_1, s_2] \) with \( u(s_1) = u(s_2) \). The loop may be non-essential, therefore we take such \( s_3 \geq s_2, u(s_3) = u(s_1) \) that the homotopy type of \( u(s) \) on \([s_1, s_3]\) is \( g_i^{\pm 1} \); the Jacobian length of this loop \( G^{0''} \) is not less than \( J(C_i) + \varepsilon_2 \) by definition of a minimal cycle. Cutting off this loop we obtain a curve \( G^{0'} \) of class \( \alpha \mp 1 \). Applying the weak version of (3.4) to \( G^{0'} \) we get \( J(G^{0'}) \geq |\alpha \mp 1|J(C_i) \). Since \( J(G^0) = J(G^{0'}) + J(G^{0''}) \) we obtain (3.4). Comparing (3.4) with (3.3) we obtain the assertion of the lemma.

Consider now the case when we have several minimal cycles. From now on we fix the following notations. We denote by \( D_i, D_i^1, i = 1, ..., n \) \( n \) pairs of open domains in the plane, the boundary \( \partial D_i = C_i, \partial D_i^1 = C_i^1 \) of every domain is a simple Jordan curve; \( \varepsilon \)-neighborhoods of the domains do not intersect: \( O_\varepsilon(D_i) \cap O_\varepsilon(D_j) = \emptyset \) when \( 1 \leq i < j \leq n \). We denote by \( P_i \) a point such that \( P_i \in \overline{D_i^1} \subset \overline{D_i}^1 \subset D_i \). We assume that \( \partial D_i^1 \) lies in an \( \varepsilon \)-neighborhood of \( \partial D_i \) (see Remark 3.1). By \( C_i \) we denote cycles which are minimal and \( \theta \)-stable with resect to \( C_i^1, i = 1, ..., n \). (Sufficient conditions for existence of such cycles are given later in this section).
Definition 3.3. We denote by $\Xi$ the set of closed continuous curves $u(s)$ (parametrized by $s \in [0,1]$, $u(0) = u(1)$) which do not intersect $D_i^1$ and have finite Jacobian length. We denote for $b \in \pi_1(R^2 \setminus \cup_1^n D_i^1)$ by $\Xi_b$ the set of curves from $\Xi$ which belong to $b$ and put

$$\ell^*(b) = \inf_{u \in \Xi_b} \mathcal{J}(u).$$

The same definition applies to curves with fixed endpoints when $b \in \pi_1$.

Definition 3.4. We denote by $\Xi'([0,L])$ and $\Xi'_b([0,L])$ the set of functions $u \in H_1([0,L])$ which have graphs from $\Xi$ and $\Xi_b$ respectively.

Theorem 3.1. Let $C_i, i = 1, \ldots, n$ be the $\theta$-stable cycles described above; let $b \in \pi_1$ be the homotopy class of closed curves. Then the sets $\Xi'_b([0,L]) \cap \{\mathcal{E}(u) \leq \mathcal{L}\}$ where $\mathcal{L} < \ell^*(b) + \theta$ are invariant with respect to the flow defined in $H_1([0,L])$ by the parabolic equation (1.1) with periodic boundary conditions. Similar statement holds for the Dirichlet boundary conditions when $b \in \pi_1$. The following approximate Hamiltonian conservation holds:

$$\int_0^L \left( \sqrt{2F(u(x))} - |\partial_x u| \right)^2 \, dx \leq 2\theta.$$

Proof. We consider the case of periodic boundary conditions. Consider the set $\Xi_b \cap \{\mathcal{J}(u) \leq \mathcal{L}\}$ where $\mathcal{L} < \ell^*(b) + \theta$. According to Definition 3.2 every curve $u(x)$ from this set lies strictly inside $R^2 \setminus D_i^1$, $u(x) \cap C_i^1 = \emptyset \forall i, u, x$. Indeed, assume the contrary, namely let there exist a curve $u$ such that $u(s_0) \in C_i^1$. Since $C_i^1 \subset D_i$, we have two possibilities. Either we can find an interval $[s_1, s_2]$ containing $s_0$ such that $u(s) \in D_i$ for $s_1 < s < s_2$, and $u(s_1) = Q_1 \in C_i, u(s_2) = Q_2 \in C_i$, or the curve does not intersect $C_i$. We consider the first case. We fix $s_1, s_2$ and denote the curve $\Gamma_0$ on the segment $[s_1, s_2]$ by $u_*(s)$. By $\theta$-stability we have a homotopy on $[s_1, s_2]$ which takes $u_*(s)$ into $u^1_i(s)$ with $\mathcal{J}(u^1_i) \geq \mathcal{J}(u_*) + \theta$. We do not change $u(s)$ outside $[s_1, s_2]$, and $u^1_i(s), t \in [0,1]$ do not take values outside $D_i$ and therefore do not intersect $C_j, j \neq i$. So we have a homotopy in $R^2 \setminus \cup_1^n D_i^1$ of $u(s)$ into $u^1(s)$ which decreases the Jacobian length by $\theta$, so $\mathcal{J}(u^1) < \ell^*(b)$ which contradicts the definition of $\ell^*(b)$. In the second case we again use $\theta$-stability and obtain the same contradiction; thus $u(s)$ cannot have points on $C_i^1$.

Therefore $\Xi'_b([0,L]) \cap \{\mathcal{E}(u) \leq \mathcal{L}\}$ is invariant with respect to the flow defined in $H_1$ by the parabolic equation (1.1). Indeed, $u(t)$ is a continuous function of $t$ and by (2.5) $\mathcal{E}(u(t)) \leq \mathcal{E}(u(0)) \leq \mathcal{L}$. If $u(t_0) \in \Xi'_b([0,L]) \cap$
\{E(u) \leq \mathcal{L}\}$ then its graph is at positive distance from all $C_i^1$; therefore it is true for $t \leq t_0 + \varepsilon$. Hence the set $T$ of $t$ for which $u(t) \in \mathbb{R}^n(0, L)$ \cap \{E(u) \leq \mathcal{L}\}$ is open. On the other hand, the set $\mathbb{R}^n(0, L)$ \cap \{E(u) \leq \mathcal{L}\}$ is closed in $H_1([0, L])$ since $E(u)$ is continuous, $H_1([0, L]) \subset C([0, L])$ and the set $\mathbb{R}^2 \setminus D_i^1$ is closed. Thanks to continuity of $u(t)$ and closedness of $\mathbb{R}^n(0, L)$ \cap \{E(u) \leq \mathcal{L}\}$ we conclude that $T$ is closed. Therefore this set is all $t \geq 0$.

Inequality (3.5) follows from (3.1) since $u(t) \in \mathbb{R}^n(0, L)$ and $\mathcal{J}(u(t)) \geq \mathcal{E}^*(b)$. \hfill \Box

To make ideas transparent and geometrically obvious, we give now as an example a special type of a potential when minimal cycles are explicitly given. We discuss this example in more detail in Section 6.

Example 3.1. We fix two points $P_i$, $i = 1, 2$ in the plane $(u_1, u_2)$ at the distance $2a > 0$; fixing the coordinate system we take the points on the $u_1$-axis, $P_1 = (-a, 0), P_2 = (a, 0)$. We denote by $D_i(r)$ discs of radius $r$ centered at the points $P_i$, $D_i(r) = \{|u - P_i| \leq r\}, r < a$. We fix $r_3 < a$ and assume that the function $F(u)$ in the $r_3$-neighborhoods $D_i(r_3)$ of $P_i$ depends only on $\eta = |P_i - u|$, we denote

\begin{equation}
F(u) = f(\eta) \quad \text{when } \eta = |u - P_i| \leq r_3.
\end{equation}

We also assume that there exists $\eta_0$, $0 < \eta_0 \leq r_3$ such that the function $\eta \sqrt{2f(\eta)}$ has a strict minimum at this point,

\begin{equation}
\eta \sqrt{2f(\eta)} > \eta_0 \sqrt{2f(\eta_0)}, \forall \eta \in [\eta_0 - \varepsilon, \eta_0 + \varepsilon], \eta \neq \eta_0.
\end{equation}

Lemma 3.2. Let (3.7) hold. Then $|u - P_i| = \eta_0$ is a minimal cycle.

Proof. Let $(\eta(x), \phi(x))$ be the polar coordinates of a curve in $D_i(\eta_0)$. Let $\eta(x_1) = \eta(x_2) = \eta_0, \eta(x) < \eta_0, x_1 < x < x_2$. One can write the Jacobian length of a piece of the curve in the polar coordinates at $P_i$ on the interval when $\eta \leq r_3$ as

\begin{equation}
\mathcal{J}(u) = \int_{x_1}^{x_2} \frac{\sqrt{2f(\eta)}}{|\partial_x u|} dx = \int_{x_1}^{x_2} \frac{\sqrt{2f(\eta(x))}}{\sqrt{\eta^2 \phi'^2(x) + \eta'^2(x)}} dx.
\end{equation}

First, we can replace the piece of the curve by a curve with monotonely varying $\phi(x)$; indeed, if $\phi(x)$ has a local maximum at $x_0 \in (x_1, x_2)$ we have
\( \phi(x_1') = \phi(x_2') = \phi_0 \) for some points \( x_1', x_2' \) close to \( x_0 \) and we put \( \phi(x) = \phi_0 \) on \( (x_1', x_2') \). Since

\[
\int_{x_1'}^{x_2'} \sqrt{2f(\eta(x))} \left[ \sqrt{\eta^2 \phi'^2(x) + \eta'^2 - |\eta'(x)|} \right] dx > 0
\]

the resulting length is smaller. So we assume that \( \phi(x) \) is monotone on \( (x_1, x_2) \). Since it is a cycle, the variation \( \Delta \phi \) of \( \phi \) is not greater than \( 2\pi \).

If we replace \( \eta(x) \) by \( \eta_0 \), we replace \( \eta' \) by 0 and \( \sqrt{2f(\eta)\eta'^2} \) by \( \sqrt{2f(\eta_0)\eta_0'^2} \), we obtain for the new curve \( \bar{u} \)

\[
(3.8) \quad J(u) - J(\bar{u}) = \int_{x_1}^{x_2} \left[ \sqrt{2f(\eta)} \sqrt{\eta'^2 + \eta'^2 - \sqrt{2f(\eta_0)\eta_0'^2}} - \sqrt{2f(\eta_0)\eta_0'^2} \right] \phi' dx
\]

which is not less than

\[
(3.9) \quad \sqrt{2f(\eta_0)\eta_0'^2} \int_{x_1}^{x_2} \left[ \sqrt{1 + \eta'^2/\eta^2} - 1 \right] |\phi'| dx
\]

\[+ \int_{x_1}^{x_2} \left[ \sqrt{2f(\eta)} \eta - \sqrt{2f(\eta_0)\eta_0'^2} \right] |\phi'| dx.
\]

Here \( \eta' = \eta'/\phi' = d\eta/d\phi \). The first integral is not less than the difference of two lengths. The second length \( \Delta \phi \leq 2\pi \) equals the variation of the angle \( \phi \) and can be considered as the length of the interval \( 0 < \phi < \Delta \phi \) in the \((\phi, \ln \eta)\)-plane. The first length is the length of the continuous curve \( \ln \eta(\phi) - \ln \eta_0 \) in this plane. Let \( x_0 \) be a point of maximum of \( |\ln \eta(\phi(x)) - \ln \eta_0| \), \( |\ln \eta(\phi(x_0)) - \ln \eta_0| = \epsilon_3 > 0 \). If the curve intersects the cycle \( \eta = \eta_0 \) this difference is minimal when the curve forms an isosceles triangle and is not less than \( 2 \left[ \epsilon_3^2 + \pi^2 \right]^{1/2} - 2\pi \). Therefore,

\[ J(u) - J(\bar{u}) \geq \epsilon_2 = 2 \sqrt{2f(\eta_0)\eta_0'^2} \left[ \epsilon_3^2 + \pi^2 \right]^{1/2} - \pi. \]

If the curve does not intersect the cycle \( \eta = \eta_0 \) and lies strictly inside, let \( \eta_1 \) be the maximal value of \( \eta \) on the curve. In this case the variation of \( \phi \) is \( 2\pi \) and the first integral is estimated by \( 2\sqrt{2f(\eta_0)\eta_0'^2} \left[ \epsilon_3^2 + \pi^2 \right]^{1/2} - \pi \) with \( \epsilon_3 = |\ln \eta(\phi(x_0)) - \ln \eta_1| \geq 0 \). The second integral in (3.9) is not less than

\[ 2 \left[ \sqrt{2f(\eta_1)} - \sqrt{2f(\eta_0)\eta_0'^2} \right] \pi, \quad f_1(\eta_1) = \min_{\eta_0 - \epsilon \leq \eta \leq \eta_1} f(\eta) \eta^2. \]
Since $f_1(\eta_1)$ is a continuous function and $f_1(\eta_1) > f(\eta_0)\eta_0^2$ for $\eta_1 < \eta_0$ we have

$$\left| \ln(\eta(\phi(x_0))) - \ln \eta_1 \right| + 2 \left[ \sqrt{2f_1(\eta_1)} - \sqrt{2f(\eta_0)\eta_0^2} \right] \pi \geq \varepsilon_2$$

for $\eta(\phi(x_0)) \leq \eta_1 \leq \eta_0$ with $\varepsilon_2 > 0$. This gives the minimality property. □

Now we give a sufficient condition for existence of a minimal cycle in a general case.

**Definition 3.5.** Let $C^1 = \partial D^1, C^2 = \partial D^2$ be two non-intersecting simple Jordan curves (cycles) which encircle domains $D^1, D^2$ respectively, $D^1 \subset D^2$, let $B = D^2 \setminus D^1$ be a closed band with the boundary $\partial B = C^1 \cup C^2$. We say that the size of $B$ is not less than $\beta_0$ if the following two conditions are satisfied. First,

$$\inf_{Q^1 \in C^1, Q^2 \in C^2} \text{dist}_{\mathcal{J}}(Q^1, Q^2) \geq \beta_0. \tag{3.10}$$

Second, there exist two sets $B_1, B_2 \subset B$ such that $B \setminus B_1$ and $B \setminus B_2$ are contractible (a set $X$ is contractible if there is a homotopy of $X$ into $X$ which starts as identity and ends as a constant) and

$$\inf_{u^1 \in B_1, u^2 \in B_2} \text{dist}_{\mathcal{J}}(u^1, u^2) \geq \beta_0. \tag{3.11}$$

The distances $\text{dist}_{\mathcal{J}}$ in both formulas are taken in the band $B$, that is using the curves confined to $B$.

**Example 3.2.** Let $P_i$ be a given point, $F(u) \geq M$ when $|u - P_i| \leq r_2$. We take $C_i^1 = \{|u - P_i| = r_1\}, C_i^2 = \{|u - P_i| = r_2\}, r_1 < r_2$. Condition (3.10) takes the form $\sqrt{2M(r_2 - r_1)} \geq \beta_0$. We introduce polar coordinates $\eta, \phi$ with the origin at $P_i$. We take as $B_1$ the straight line segment originating at $P_i$ at the angle $\phi = 0, r_1 \leq \eta \leq r_2$. As $B_2$ we take the symmetric segment $\phi = \pi, r_1 \leq \eta \leq r_2$. Obviously, (3.11) takes the form $\pi \sqrt{2Mr_1} \geq \beta_0$. To maximize $\beta_0$ we take $r_1 = r_2/(\pi + 1)$. Therefore the size of $B$ for such a metric $\mathcal{J}$ is not less than $\sqrt{2Mr_2\pi/(\pi + 1)}$.

We will use below the following simple lemma on the Hamiltonian parametrization.
Lemma 3.3. For a given smooth curve \( u(s) \) on which \( F(u(s)) \geq \mu \) there exists such a parameterization \( u(x), 0 \leq x \leq L \) that

\[ \mathcal{J}(u) = \mathcal{E}(u) \]

and

\[
\frac{l_E(u)^2}{2\mathcal{E}(u)} \leq L \leq \frac{1}{2\mu} \mathcal{J}(u) \tag{3.12}
\]

where \( l_E(u) \) is the Euclidean length of the curve \( u \).

Proof. We assume (1.3); by (3.1) \( \mathcal{J}(u) = \mathcal{E}(u) \) in this case. From (1.3) we obtain the equation for the Hamiltonian parameterization

\[
\frac{dx}{ds} = \frac{1}{\sqrt{2F(u(s))}}
\]

where \( s \) is the natural Euclidean parametrization of the curve. This gives

\[
L = \int_{s_1}^{s_2} \frac{ds}{\sqrt{2F(u(s))}}.
\]

Since \( F \geq \mu \), we have

\[
L = \int_{s_1}^{s_2} \frac{\sqrt{2F(u(s))}ds}{2F(u(s))} \leq \frac{\mathcal{J}(u)}{2\mu}.
\]

Hence, we have the second inequality in (3.12). On the other hand,

\[
l_E(u) = \int_0^L |\partial_x u|dx \leq L^{1/2}(2\mathcal{E}(U))^{1/2}
\]

and the lemma is proven. \( \square \)

First we consider the case when only one \( D_1^i \) is given, that is \( n = 1 \).

Theorem 3.2. Let \( D_1^i \) be encircled by a band \( B \) with size not less than \( \beta_0 \). Let a cycle \( C^3 = \partial D^3 \) with \( D_1^i \subset D^3, \mathcal{J}(C^3) < 2\beta_0 \). Then there exists a minimal cycle \( C_i \) encircling \( P_i \in D_1^i \), this cycle is \( \theta \)-stable with respect to \( C_1^i \) with \( \theta = 2\beta_0 - \mathcal{J}(C^3) \). It determines, with the parameterization (1.3), a solution of (1.2).
Proof. The cycle $C^3$ is $\theta$-stable with respect to $C_i^1$ on curves of class $g_i^{\pm 1}$. Namely, let a cycle $\Gamma_0$ which lies in $D^3 \setminus D_i^1$ and once encircles $D_i^1$ have a point $Q_1 \in C_i^1 \cap \Gamma_0$. There are two possibilities. First, there is a point $Q' \in \Gamma_0$ which is outside $D^2$. In this case there is a point $Q_2 \in C^2 \cap \Gamma_0$. We have two arcs on $\Gamma_0$ which connect $Q_1$ and $Q_2$, their subarcs connect $C_i^1$ and $C^2$ and (3.10) implies $J(\Gamma_0) \geq 2\beta_0$. The second possibility is $\Gamma_0 \subset B = \overline{D^2} \setminus D_i^1$. In this case $\Gamma_0$ has to intersect $B_1$ and $B_2$. Indeed, the set $B \setminus B^1$ is contractible in $B$ and $\Gamma_0$ is not, so we have a point $Q'_1 \in \Gamma_0 \cap B_1$. Similarly, $Q'_2 \in \Gamma_0 \cap B_2$. We have two arcs on $\Gamma_0$ which connect $Q'_1$ and $Q'_2$ inside $B$ and (3.11) again implies $J(\Gamma_0) \geq 2\beta_0$. Since $\Gamma_0$ once encircles $D_i^1$ it has the same homotopy type as $C^3$, so there is a homotopy connecting them in $\mathbb{R}^2 \setminus D_i^1$; since $D_3 \setminus D_i^1$ is a retract of $\mathbb{R}^2 \setminus D_i^1$ there is a homotopy in $D_3 \setminus D_i^1$. Since $J(\Gamma_0) \geq 2\beta_0$ we obtain $J(\Gamma_0) - J(C^3) \geq \theta$ with $\theta = 2\beta_0 - J(C^3)$, so $C^3$ is $\theta$-stable.

Consider the set $\Xi_0^3$ of all curves which encircle once $D_1^1$, that is have a homotopy type $g_i^1 \in \pi_1(\mathbb{R}^2 \setminus D_i^1)$, let $\ell^* = \ell^*(g_i^1)$ be the infinum of their Jacobian lengths, we have $\ell^* \leq J(C_i^3) < 2\beta_0$. We take a smooth cycle $C^j$, $J(C^j) < \ell^* + \epsilon_j$, $\epsilon_j \to 0$. Using Lemma 3.3 we parametrize $C^j$ to obtain a periodic function $u(x)$ with period $L_j$ which satisfies (1.3) and with $E(u) = J(u) \leq \ell^* + \epsilon_j$. If $\beta < \ell^* + \epsilon_j$ let $E(L_j, \beta)$ be a subset of $\{u \in H_1([0, L_j])$, $E(u) \leq \beta\}$ consisting of these functions whose graphs once encircle $D_i^1$ (belong to $\Xi_0^3$). We can apply Theorem 3.1 to $E$ since we need $\theta$-stability only with respect to curves of type $g_i^1$.

By Theorem 3.1 the set $E$ is invariant: $u(t) \in E, t \geq 0$; moreover, it is bounded in $C([0, L_j])$ since from boundedness of $E(u)$ follows a bound for the Euclidean length of the graph of $u$ and the graph encircles $P_1$; therefore the statement of Theorem 2.2 holds. So we have a global minimizer $U_j$ of $E(u)$, $E(U_j) \leq \ell^* + \epsilon_j$. We have $L_j$ uniformly bounded from below and above (Lemma 3.3) so we choose a convergent subsequence $L_j \to L$; functions $v^j(x) = U_j(xL_j)$ uniformly bounded in $H_1([0,1])$ since $E(U_j)$ are bounded; $v^j$ are solutions of rescaled (1.2):

$$L_j^{-2}\frac{d^2v^j}{dx^2} - F'(v^j) = 0, 0 \leq x \leq 1.$$

Therefore they are bounded in $C^2([0,1])$. Passing to the limit as $\epsilon_j \to 0$ over a subsequence we obtain in the limit a periodic solution $v \in H_1([0,1])$. Such a solution belongs to $C^2([0,1])$. Therefore we obtain $U(x) = v(x/L)$, $E(U) = J(U) = \ell^*$. So we have obtained a smooth solution $U$ of (1.2) which is a global minimizer of Jacobian length from the homotopy class $\Xi_0^3$, $J(U) = \ell^*$; it represents a smooth simple Jordan curve. Equation (1.3) holds for $U$ since it holds for $U_j$. The curve $U(x)$ has no self-intersections.
since by cutting off the extra cycle at a self-intersection we can make $J(U)$ smaller.

The derivative $\partial_u U(x) \neq 0$ by (1.3) and (2.1). So the curve $C_i = \text{graph}(U)$ is smooth. The curve may be non-unique, so we take such that the area bounded by the curve is minimal. Clearly, the minimum is attained since the area is a continuous function of $u \in H_1([0,L])$ and $L$ and the set of considered solutions is compact in $H_1([0,L])$.

Now we prove that the $U(x)$ defined above determines a minimal cycle.

Consider for a given point $Q$ inside $C_i$ with $\text{dist}(Q,C_i) \geq \eta'$ all curves $\Gamma$ from $\Xi_1$ which pass through $Q$. Let $\gamma(Q)$ be the infimum of $J(\Gamma)$ over such $\Gamma$. It is attained on a solution $U^*(x)$ of (1.2), $U^*(0) = U^*(L) = Q, U^* \in \widehat{E}$, $J(U^*) = \gamma(Q)$. One deduces it as above considering the same invariant set $\widehat{E}$ of functions as before but subjected to an extra condition $u(0) = u(L) = Q$. This condition corresponds to the case of Dirichlet boundary conditions in Theorem 2.2. The infimum $\gamma(Q)$ is strictly greater than $J(C_i)$. To show this, assume the contrary, $\gamma(Q) = J(C_i)$. First, the curve $U^*$ cannot have common points with $C_i$.

Indeed, every two arcs with common endpoints of any two geodesic cycles which are global minimizers from $\Xi_1^0$ have the same Jacobian length (otherwise we could decrease the lengths of a cycle by interchanging the arcs). If the lengths are equal, interchanging the arcs we again obtain minimal geodesics from $\Xi_1^0$. The curves obtained by interchanging may have corner points. Since every minimal geodesic is invariant under the parabolic flow for some $L$ and the flow decreases lengths of non-equilibria, the minimizer so obtained should be a smooth curve. Therefore the curves at points of intersection have to be tangent. They are solutions of (1.2) with the same value of $u$ at $x = x_0$; thanks to the tangency they have collinear values of $\partial_x u(x_0)$; Hamiltonian conservation (1.3) implies that $|\partial_x u(x_0)|$ is the same. Their orientation is the same. Therefore solutions of (1.2) coincide. If the curves have only one common point they again are tangent and coincide. So the only possibility left is a curve $U^*$ which does not intersect $U$ at all. But in this case it lies inside $C_i$ and bounds area smaller than $C_i$ which contradicts the definition of $C_i$. So $\gamma(Q) \geq J(U) + \epsilon_2$, with $\epsilon_2 > 0$ depending on $Q$; so $C_i$ is weakly minimal. Now we consider $\epsilon_2 = \inf(\epsilon_2(Q))$ with the infimum over $Q$ from the closed set $Y = \{\text{dist}(Q,C_i) = \eta'\}$; we have $\epsilon_2 > 0$. We prove this from the contrary as before, assuming that $\epsilon_2 = 0$ and choosing a convergent sequence $U^*(Q_j)$ of the above solutions with $Q_j \to Q_0 \in Y$, $\epsilon'_2 \to 0$. We get $J(U(Q_j)) \to J(U(Q_0)) = J(C_i)$, but this contradicts the weak minimality. So $C_i$ is minimal.
The cycle $C_i$ is $\theta$-stable with respect to $C_i^1$. Note first that if there is a cycle $\Gamma_0$ in the band between $C^3$ and $C_i^1$, $J(\Gamma_0) \geq J(C_i)$ by construction of $C_i$ as a global minimizer. After that we apply the proof of Lemma 3.1 to the case when a general curve $\Gamma$ has a point on $C_i^1$, hence one of the cycles formed by self-intersections has length not smaller than $J(C_i) + \theta$, and all other have Jacobian lengths which are not smaller than $J(C_i)$. This implies the $\theta$-stability.

Remark 3.2. In the situation of Example 3.2 if $F(u) \leq m$ when $|u - P_i| = R$, $R > r_2$, a sufficient condition for existence of a minimal cycle which follows from Theorem 3.2 is

$$\sqrt{M_2/(\pi + 1)} > R \sqrt{m}.$$ 

In this case the cycle $C_i^1$ is given by $|u - P_i| = r_2/(\pi + 1)$.

If we have several bands with large sizes and encircling them cycles with small Jacobian lengths, we obtain existence of several non-intersecting minimal cycles.

Theorem 3.3. Let $D_i^1$ be encircled by bands $B_i$ (bounded by $C_i^1$ and $C_i^2$ such that $D_i^2 \cap D_k^2 = \emptyset$ for $k \neq i$) with size not less than $\beta_i$. Let cycles $C_i^3 = \partial D_i^3$ satisfy $D_i^1 \subset D_i^2 \subset D_i^3$ and $J(C_i^3) < 2\beta_i$, and assume that $D_k^2 \cap D_i^3 = \emptyset$ for $k \neq i$. Then there exist minimal cycles $C_i$ encircling $D_i$. These cycles are $\theta$-stable with respect to $C_i^1$ if $\theta < 2\beta_i - J(C_i^3)$ for $i = 1, \ldots, n$. The domains $D_i$ do not contain points of cycles $C_k^1, k \neq i$; moreover, $C_k \cap C_i = \emptyset$ for $k \neq i$.

Proof. The proof is similar to the proof of Theorem 3.2. Now we minimize Jacobian length in the class of curves which have homotopy type $g_i^1$ in $\mathbb{R}^2 \setminus \bigcup_k D_k^1$ and not in $\mathbb{R}^2 \setminus D_i^1$ with one fixed $i$ as we did in Theorem 3.2. We take in the proof $\epsilon_j < \theta/2$, so a quasi-minimizing curve $u$ in $\mathbb{R}^2 \setminus \bigcup_k D_k^1$ with $J(u) \leq \ell^* + \epsilon_j \leq \ell^* + \theta/2$ does not intersect with $C_k^1, k \neq i$. Indeed, if a piece of the curve $u(s)$ intersects $C_i^1$ that is $u(s_a) \in C_i^1$, it has to intersect $C_k^3$ (otherwise it would lie in $D_k^3$ and its homotopy type can't be $g_i^1$ since $D_k^3$ is contractible in $\mathbb{R}^2 \setminus D_i^1$). Therefore $u(s) \in D_k^3$ for $s_1 < s < s_2$, $u(s_1) \in C_k^3, u(s_2) \in C_k^3$. It has two arcs connecting $C_k^3$ with $C_k^1$: these arcs intersect $C_k^3$, therefore their Jacobian length is not less than $\beta_k$. Replacing the piece of the curve on $[s_1, s_2]$ by the arc of $C_k^3$ between points $u(s_1) \in u(s_2)$ we decrease the Jacobian length at least by $2\beta_k - J(C_k^3) > \theta$ and the
resulting length is less than $\ell^*(b)$. Since the replacement can be included into a homotopy in the ring between $C_0^3$ and $C_1^1$, the homotopy type of this curve is again $b = g_1^1$ and we obtain a contradiction with definition of $\ell^*(b)$. Proceeding as in Theorem 3.2 we obtain a minimizer which gives a minimal cycle $C_i$ for every $i$. The cycle $C_i$ does not intersect $C_k^1, k \neq i$ and is $\theta$-stable with respect to $C_i^1$. If two minimal cycles $C_k$ and $C_i$ intersect, we see as before that the arcs between intersection points should have equal lengths; but this contradicts minimality. Like in the proof of Theorem 3.2 we show that tangency is also impossible.

\textbf{Remark 3.3.} We may consider a plane as a sphere with a deleted point at infinity, and take a neighborhood $D_0' = \|R^2 \setminus \overline{D}_0$ of infinity as exterior of a cycle $C_0$; we also take another neighborhood $D_0''$ of infinity which is bounded by a cycle $C_0^1 \subset D_0'$. Below we show that minimal cycles $C_i, i = 1, \ldots, n$ exist inside the external minimal cycle $C_0$. This observation allows to relax condition $F(u) > \mu$ for all $u$, see below for details.

\textbf{Theorem 3.4.} Let $D_0^3 \subset D_0^2 \subset D_0^1$. Let an external band $B_0$ with size $\beta_0$ be bounded by cycles $C_0^1, C_0^2$ ($C_0^1$ outside $C_0^2$). Let $F(u) > \mu > 0 \forall u \in D_0^1$, that is inside $C_0^1$. Let bands $B_i, i = 1, \ldots, n$ with sizes $\beta_i$ be encircled by cycles $C_i^3$ and all $C_i^3, i = 1, \ldots, n$ be inside $D_0^3$.

Let $J(C_i^3) < 2\beta_i, i = 0, 1, \ldots, n$. Then there exist minimal cycles $C_i, i = 1, \ldots, n$ such that the domains $D_i, i = 1, \ldots, n$ encircled by them do not intersect and they lie inside an external minimal cycle $C_0$ which lies inside $C_0^1$. The cycles $C_i, i = 0, 1, \ldots, n$ are $\theta$-stable with $\theta = \min_{i=0}^n (2\beta_i - J(C_i^3))$ with respect to $C_0^1$.

\textbf{Proof.} The proof is similar to the proofs of Theorems 3.2 and 3.3. First we extend $F(u) > \mu$ outside $C_0^0$. Then we prove existence of minimal non-intersecting cycles $C_i, i = 0, 1, \ldots, n$ like in Theorem 3.3; the cycles are $\theta$-stable with respect to $C_0^1$. Since all cycles constructed are inside $C_0^1$, the values of $F(u)$ outside $C_0^1$ do not influence the minimality and $\theta$-stability properties of all $C_i, i = 0, \ldots, n$.

\textbf{Remark 3.4.} If $F(u) \geq M = M(R_1)$ when $|u| \geq R_1$ we can take as $C_0^3$ the circle $|u| = R_0$ where $R_0$ is large enough to include all $C_i$ and is fixed. We take the band $B_0 = \{R_1 \leq |u| \leq (\pi + 1)R_1\}$. Then the size of the external band is not less than $\sqrt{2M\pi R_1}$; if $R_1^2 M(R_1) \to \infty$ when $R_1 \to \infty$ the size becomes arbitrarily large when $R_1$ is large.
Remark 3.5. If \( n = 1 \) \( C_0 \) may coincide with \( C_1 \). In this case Theorem 3.4 gives \( \theta \)-stability of \( C_1 \) with respect to \( C^1_1 \) and \( C^1_0 \).

Everywhere below the condition \( F(u) \geq \mu \forall u \) means for all \( u \) inside a fixed external cycle \( C^1_0 \). We fix domains \( D_i, D^1_i, \ i = 0, \ldots, n \). We assume that our minimal cycles \( C_i, i = 1, \ldots, n \) are inside the external minimal cycle \( C_0 \) that is \( D_i \cap D^1_0 = \emptyset, \ i = 1, \ldots, n \).

We modify now definitions 3.3 and 3.4 of sets \( \Xi \) and \( \Xi' \). The statement of Theorem 3.1 holds for so modified \( \Xi, \Xi' \).

Definition 3.6. We denote by \( \Xi \) the set of closed curves \( u(s) \) which do not intersect \( D^1_i, i = 1, \ldots, n \) and lie in \( D^1_0 \). We denote for \( b \in \pi^1(D^1_0 \setminus \bigcup_i D^1_i) \) by \( \Xi_b \) the set of curves from \( \Xi \) which belong to \( b \) and put

\[
\ell^*(b) = \inf_{u \in \Xi_b} \mathcal{J}(u).
\]
Definition 3.7. We denote by $\Xi'( [0, L])$ and $\Xi'_0 ( [0, L])$ the sets of functions $u \in H_1 ([0, L])$ which have graphs from $\Xi$ and $\Xi_0$ respectively.

The sufficient conditions for existence of minimal cycles we give above imply that if a potential $F_0 (u)$ has a critical point $P_0$, then there exists a perturbation of this potential, which has an arbitrarily small $C^2$-norm, such that the perturbed potential has arbitrarily many minimal cycles near the point $P_0$. This shows that existence of many minimal cycles is typical. Note that in the following theorem we discuss properties of the potential $F_0 (u)$ only near the point $P_0$. We also do not assume that $F_0 (u)$ is positive as we do everywhere else.

Theorem 3.5. Let $n = m^2$ with an integer $m$. Let $|F_0 (u) - F_0 (P_0)| \leq K_0 |u - P_0|^q_0$, $q_0 > 1$ when $|u - P_0| \leq \delta_0$; let $\mu = \rho_0^{q_0} K_0$. Then for sufficiently small $\rho_0 > 0$ there exists a function $\Psi(u) \geq 0$, $\Psi(u) = 0$ when $|u - P_0| \geq \rho_0$ and

$$
\|\Psi\|_{C^1} \leq K' \rho_0^{q_0 - q} n^{q/2}
$$

which has the following property. The Jacobian metric corresponding to the potential $\tilde{F}(u) = F_0 (u) - F_0 (P_0) + \Psi(u) + \mu$ has $n$ minimal cycles contained in an external minimal cycle which is inside the domain $|u - P_0| \leq \rho_0$.

Proof. We take $F_0 (P_0) = 0$ for brevity. First, the potential $F(u) = F_0 (u) + \mu > 0$ if $\eta = |u - P_0| < \rho_0 = (\mu/K_0)^{1/q_0}$. Let $\Psi_0 (\eta)$ be a smooth non-negative function, $\Psi_0 (\eta) = 0$ when $|\eta| \leq 1/4$, $\Psi_0 (\eta) \geq 1$ when $1/2 \leq |\eta| \leq 3/4$. Let $\Psi_1 (\eta)$ be a smooth non-negative function, $\Psi_1 (\eta) = 0$ when $|\eta| \geq 1$, $\Psi_1 (\eta) \geq 1$ when $|\eta| \leq 1/2$. Let $m \geq 1$ be an integer, $\rho_1 = \rho_0 / (8m)$ and $P_i, i = 1, \ldots, n, n = m^2$ be points in $D_0 = \{|u - P_0| < \rho_0/4\}$ such that their $\rho_1$-neighborhoods do not intersect and lie in $D_0$. It is always possible to find $n$ such points. Now we put

$$
\tilde{F}(u) = F_0 (u) + M_0 \Psi_0 (|u - P_0|/\rho_0) + \mu + M_1 \sum_i \Psi_1 (|u - P_i|/\rho_1).
$$

The external band $B_0 = \{1/2 \leq |u - P_0|/\rho_0 \leq 3/4\}$ has size not less than $\sqrt{2M_0 \rho_0}/4$. The cycle $C_0^3 = \{|u - P_0| = \rho_0/4\}$ has $J(C_0^3) = \pi \sqrt{2\mu \rho_0}/2$. We take $M_0 = 4\pi^2 \mu$. The internal bands $B_i = \{1/4 \leq |u - P_i|/\rho_1 \leq 1/2\}$ have size not less than $\sqrt{2M_1 \rho_1}/4$. The cycle $C_i^3 = \{|u - P_i| = \rho_1\}$ has $J(C_i^3) \leq 2 \pi \sqrt{2\mu \rho_1}$. We take $M_1 = 32\pi^2 \mu$. So conditions of Theorem 3.4 are fulfilled and there exist $n$ minimal cycles inside the external minimal
cycle $C_0$. Now we estimate the norm of the perturbation. We have an estimate of the Hölder seminorm $\| \cdot \|'$ of order $\gamma$ (or derivatives of order $\gamma$)

$$\|M_1 \Psi_1(|u - P_1|/\rho_1)\|_{C_\gamma} \leq cM_1/\rho_1^\gamma \leq c_1 m^\gamma \rho_0^{q-\gamma}.$$ 

Estimating the $C$-norm we obtain

$$\|M_1 \Psi_1(|u - P_1|/\rho_1)\|_C \leq c_3 M_1 \leq c_4 \rho_0^{q_0}.$$ 

Similar estimates hold for $M_0 \Psi_0$. Since we can take $\rho_0$ arbitrary small, these inequalities imply the assertion of Theorem 3.5. □

**Remark 3.6.** In the scalar case stable constant solutions $u = c_i$ with $f'(c_i) = 0$ of the equation $\partial_x^2 u - f'(u) = 0$ with periodic boundary conditions create barriers for dynamics of the parabolic equation $\partial_t u = \partial_x^2 u - f'(u)$; the set $c_1 \leq u(x) \leq c_2$ is invariant thanks to the Maximum Principle. Minimal cycles are rather a soft obstacle, they do not create a non-penetrable barrier for dynamics of the parabolic PDE. One can easily see this by writing (1.1) in polar coordinates centered at $P_1$ in the situation of Example 3.1:

(3.13) \[ \partial_t \eta = \partial_x^2 \eta - \eta (\partial_x \phi)^2 - f'(\eta), \]

(3.14) \[ \eta \partial_t \phi = \eta \partial_x^2 \phi + 2 \partial_x \eta \partial_x \phi. \]

Let $\eta = \eta_0 = const$ where $\eta_0$ satisfies (3.7) (in particular $f'(\eta_0)\eta_0 + 2f(\eta_0) = 0$), let $\partial_x \phi = \phi' = const$ where the constant $\phi'$ is determined from (1.3) which takes the form

$$ (\partial_x \eta)^2 + \eta^2 (\partial_x \phi)^2 = 2f(\eta) $$

and let $L = 2\pi/\phi'$. One can easily check that we obtain a steady-state solution of (3.13), (3.14) which determines by Lemma 3.2 a minimal cycle. If we take initial data $\eta(x,0), \phi(x,0)$ such that $\eta(x,0) = \eta_0 = const$ is the same and $\phi(x,0)$ perturbed so that $|\partial_x \phi(x_0,0)|^2 > -f'(\eta_0)/\eta_0$ at a point $x_0$, then from (3.13) we obtain $\partial_t \eta(x_0,0) < 0$ so $\eta(x_0,t) < \eta_0$ for small $t > 0$, and the curve $u(x,t)$ gets inside the minimal cycle at $x = x_0$. Nevertheless, if the energy of perturbation is small, the curve $u(x,t)$ gets only a small distance inside the minimal cycle according to Theorem 3.1 and Remark 3.1.
4. Steady-state solutions of a given type.

From now on we assume that there exist \( n+1 \) minimal cycles \( C_i, i = 0, 1, \ldots, n \) which do not intersect, which are boundaries of domains \( D_i \) and which are \( \theta \)-stable with respect to \( C_i = \partial D_i, i = 1, \ldots, n \) with a fixed \( \theta \). The open non-intersecting domains \( D_i, D_0, i = 1, \ldots, n \) have properties described in the previous section; moreover, they lie inside the domain \( D_0 \) bounded by the external minimal cycle \( C_0 \). We denote \( D' = D_0 \setminus \bigcup_{i=1}^{n} \tilde{D}_i, D'' = D_0 \setminus \bigcup_{i=1}^{n} \tilde{D}_i \).

We recall that the fundamental homotopy group \( \pi_1(D', \sigma) \), where \( \sigma \in \tilde{D}' \) is a contractible set, is the set of classes of homotopy equivalent mappings \( u \) from the segment \([0,1]\) into \( \tilde{D}' \) such that \( u(0) \in \sigma, u(1) \in \sigma \); there is a standard group structure on this set. The set of mappings depends on \( \sigma \), but since \( \sigma \) is contractible and \( \tilde{D}' \) is connected, there is a natural isomorphism between the sets of classes of equivalence, so we identify \( \pi_1(D', \sigma) \) with different \( \sigma \). Below we fix a point \( P_* \in D'' \) and take a contractible \( \sigma \) which contains \( P_* \). The contraction of \( \sigma \) into \( P_* \) takes curves with endpoints in \( \sigma \) into curves with endpoints in \( P_* \) which gives the isomorphism of \( \pi_1(D', \sigma) \) and \( \pi_1(D', \sigma_*) \). So we identify \( \pi_1(D', P_*) = \pi_1(D', \sigma) \). (For more detail see, for example, [12], [20], [26].) We denote for brevity \( \pi_1(D', P_*) = \pi_1 \).

The homotopy group \( \pi_1 \) of the disc with \( n \) holes \( D' \) is a free group with \( n \) generators \( g_i \). Every \( g_i \) corresponds to a counterclockwise turn around \( D_i \). A pair of arbitrary finite sequences of non-zero integers \( k_1, \ldots, k_N \) and \( i_1, \ldots, i_N \) with \( i_{j+1} \neq i_j \) where \( i_j \in \{1, \ldots, n\} \) determine an irreducible word

\[
(4.1) \quad b = g_{i_1}^{k_1} g_{i_2}^{k_2} \ldots g_{i_N}^{k_N}.
\]

The fundamental group \( \pi_1 \) consists of all irreducible words and of the unit element 1 which corresponds to the trivial class. The sum \( |k_1| + \cdots + |k_N| = \deg b \) is called the degree of the word \( b \), \( \deg (1) = 0 \). Obviously, \( b \) can be represented as a product of \( \deg b \) elements \( g_1, g_2, g_1^{-1}, g_2^{-1} \) etc. The group multiplication in \( \pi_1 \) includes the group relations \( g_i g_i^{-1} = 1 \) and \( g_i^{-1} g_i = 1 \).

The set of all possible words \( w \) with letters \( g_i, g_i^{-1} \) without the group relations is denoted by \( \tilde{\pi}_1 \). The number of letters in a word is called the degree of the word. Two words \( w_1, w_2 \in \tilde{\pi}_1 \) are equivalent: \( w_1 \sim w_2 \) if they determine the same element \( b \in \pi_1 \) after cancellations of pairs \( g_i g_i^{-1} \) or \( g_i^{-1} g_i \).

The homotopy class \( h(u) \in \pi_1 \) is defined for a curve which lies in \( \tilde{D}' \) and has endpoints in \( \sigma \), such curves are graphs of functions on an interval \([0,L] \) which have boundary values \( u(0), u(L) \) in \( \sigma \); such functions arise as solutions of Dirichlet boundary problems.
Homotopy classes of closed curves in $D'$ correspond to functions satisfying periodic boundary conditions. The set of these homotopy classes (we denote it by $\pi_1'$) can be described as the set of words from $\pi_1$ with an additional equivalence relation: a word $b'$ is equivalent to the word $b_1'$ if the first word is a cyclic permutation of the second.

We give a theorem of existence of a periodic solution with an arbitrary homotopy type.

**Theorem 4.1.** For every nontrivial homotopy class $b \in \pi_1'$ there exists $L$ and a steady-state $L$-periodic solution $U$ of the equation (1.2) such that $U \in b$,

$$
\mathcal{E}(U) = \mathcal{J}(U) = \ell^*(b),
$$

and the Hamiltonian conservation law (1.3) holds. The graph of the solution either coincides with one of $C_i$ or lies in $D_0$ and does not intersect $C_i, i = 0, \ldots, n$, that is it lies in $D''$. If the function $F(u)$ is twice continuously differentiable, then this solution is stable in the Lebesgue space $L_2$, namely

$$
\int_0^L [\partial_x^2 V(x) - F''(U)V(x)]V(x)dx \leq 0
$$

for any smooth $L$-periodic function $V(x)$.

**Proof.** The cycles $C_i$ are $\theta$-stable with a fixed $\theta > 0$. We take a sequence of smooth curves $u_j(s) \in b$ in $D'$ such that $\mathcal{J}(u_j) \leq \ell^*(b) + \epsilon_j$, $\epsilon_j \leq \theta/2$, $\epsilon_j \to 0$. Using the parametrization from Lemma 3.3 we find functions $u_j(x), 0 \leq x \leq L_j, \mathcal{J}(u_j) = \mathcal{E}(u_j);$ corresponding lengths (see Lemma 3.3) of $x$-intervals are denoted by $L_j$. We take $u_j(x) = u_j(x, 0)$ as initial data for the parabolic equation (1.1) with the spatial period $L_j$. We obtain using (2.5) that

$$
\mathcal{J}(u_j(t)) \leq \mathcal{E}(u_j(t)) \leq \mathcal{E}(u_j(0)) = \mathcal{J}(u_j(0)) \leq \ell^*(b) + \epsilon_j.
$$

The set $\{\mathcal{E}(u) \leq \ell^*(b) + \epsilon_j\} \cap \Xi_\delta([0, L_j])$ is invariant by Theorem 3.1. Boundedness of curves in $D_0$ implies boundedness of the sup-norm. By Theorem 2.2 we obtain existence for every $j$ of a stable solution $U_j$ of (1.2), which provides the absolute minimum of energy over the class $\Xi_\delta([0, L_j]), \mathcal{E}(U_j) \leq \ell^*(b) + \epsilon_j$. The curve $U_j$ does not intersect the cycles $C_i$ (see the proof of Theorem 3.2). Therefore $U_j$ is in the interior of $\{\mathcal{E}(u) \leq \ell^*(b) + \epsilon_j\} \cap \Xi_\delta([0, L_j])$. Since $U_j$ is a minimizer of $\mathcal{E}$, its second differential at $U_j$ is non-negative, hence $U_j$ is stable.
Now we tend \( j \to \infty \) and \( \epsilon_j \to 0 \). By Lemma 3.3 \( L_j \) are uniformly bounded from above and below, so we choose a subsequence \( L_j \to L > 0 \).

We have \( \ell^*(b) + \epsilon_j \geq E(u_j) \geq \ell^*(b) \), therefore \( E(u_j) \to \ell^*(b) \) as \( j \to \infty \). Absolute values \( |U_j(x)| \) are bounded since their graphs \( U_j(s) \) are in the bounded domain \( D_0 \). Functions \( U_j(x) = U_j(L_jx/L) \) are \( L \)-periodic solutions of

\[
(L/L_j)^2 \partial_x^2 U - F'(U) = 0.
\]

Therefore \( U_j(x) \) are bounded in \( C^2 \). Since all \( U_j \) are bounded in \( H_2 \), we easily construct convergent sequences \( U_j, U_j \to U \) to a solution \( U \) strongly in \( H_1, E(U_j) \to \ell^*(b) \), so \( E(U) = \ell^*(b) \). Since \( \ell^*(b) \leq E(U) \leq J(U) \leq \ell^*(b) \) we have \( E(U) = J(U) \), therefore we obtain the minimizer of \( J \) as well as of \( E \), equation (1.3) holds by (3.1). Like in the proof of Theorem 3.3 we show that if the graph of \( U \) intersects with \( C_i \), it should coincide with it. □

For a curve \( u(s), s \in [0,1] \) which lies in \( D' \) and intersects the set \( \sigma, u(s_1) = p_1, u(s_2) = p_2 \) with \( p_1, p_2 \in \sigma \), we consider the restriction of \( u(s) \) on \([s_1, s_2]\) and denote it by \( u|_{[s_1, s_2]} \). For this restriction the homotopy type \( h(u|_{[s_1, s_2]}) \in \pi_1 \) is well defined.

**Definition 4.4.** We denote by \( \Xi(p_1, p_2) \) the set of curves \( u(s) \) in \( D' \) with fixed endpoints \( p_1, p_2 \in \sigma \). We denote for \( b \in \pi_1 \) by \( \Xi_b \) the set of curves from \( \Xi \) which belong to the class \( b \) and put

\[
\ell^*(b, p_1, p_2) = \inf_{u \in \Xi_b(p_1, p_2)} J(u).
\]

**Definition 4.5.** We denote \( \Xi([0, L], p_1, p_2) \) and \( \Xi_b([0, L], p_1, p_2) \) the set of functions \( u \in H_1([0, L]) \) which have graphs belonging to \( \Xi(p_1, p_2) \) and \( \Xi_b(p_1, p_2) \) respectively.

The functionals \( E \) and \( J \) are naturally defined on restrictions of functions to subintervals:

\[
J(U|_{[x_1, x_2]}) = \int_{x_1}^{x_2} \sqrt{2F(U(x))} |\partial_x U(x)| \, dx,
\]

\[
E(U|_{[x_1, x_2]}) = \int_{x_1}^{x_2} [F(U(x)) + |\partial_x U(x)|^2/2] \, dx.
\]

**Proposition 4.1.** Let \( u(x), x_0 \leq x \leq x_3 \) be a curve in \( D' \), \( u(x_0) = p_1, u(x_3) = p_2 \) with \( p_1, p_2 \in \sigma \). Let \( u(x) \) intersect \( \sigma \) at two more points, \( u(x_1) = p'_1, u(x_2) = p'_2 \) with \( p'_1, p'_2 \in \sigma, x_0 \leq x_1 \leq x_2 \leq x_3 \).
Infinitely spatially complex solutions of PDE

(i) If \( J(u) \leq \ell^*(b, p_1, p_2) + \zeta \) with \( b = h(u|_{x_0,x_3}) \), \( \zeta \geq 0 \), then

\[
\ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) \leq J(u|_{x_1,x_2}) \leq \ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) + \zeta.
\]

(ii) If \( E(u) \leq \ell^*(b, p_1, p_2) + \zeta \), then

\[
\ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) \leq E(u|_{x_1,x_2}) \leq \ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) + \zeta.
\]

(iii) Let \( \deg (h(u|_{x_1,x_2})) \leq d \). If \( J(u) \leq \ell^*(b, p_1, p_2) + \zeta \) with \( b = h(u|_{x_0,x_3}) \), then \( J(u|_{x_1,x_2}) \leq R_d \) where the constant \( R_d \) does not depend on \( u \).

Proof. The first inequality in (4.4) is trivial. If the second is not true, \( J(u|_{x_1,x_2}) = \ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) + \zeta' \), \( \zeta' > \zeta \). In this case we can replace a piece of \( u(x) \) on \([x_1, x_2]\) by a curve with the same endpoints \( p'_1, p'_2 \), the same homotopy type and with the Jacobian length \( \ell^*(h(u|_{x_1,x_2}), p'_1, p'_2) + \epsilon \). Therefore the length is decreased by at least \( \zeta' - \epsilon > \zeta \) if \( \epsilon \) is small; so we obtain a new curve \( u' \) with \( h(u') = b \), \( J(u') < \ell^*(b, p_1, p_2) \) which contradicts the definition of \( \ell^* \). Therefore (4.4) is true. To obtain (ii) we make a change of parametrization according to Lemma 3.3 so that \( E(u) = J(u) \) on every interval; clearly \( \ell^* \) does not depend on the parametrization.

To obtain (iii) note that for any given \( b \in \pi_1 \) we have a uniform bound \( \ell^*(b, p_1, p_2) \leq \ell_0^*(b) \) for all \( p_1, p_2 \). Indeed, one can connect any two points \( p_1, p_2 \in \sigma \) by a contractible curve passing through \( P_* \) and lying in a small neighborhood of \( \sigma \) so that the length of the curve is uniformly bounded by a constant \( K = K(\sigma) \). Then \( \ell^*(b, p_1, p_2) \leq \ell^*(b, P_*, P_*) + K \). There is a finite number of classes \( b' \in \pi_1 \) which satisfy \( \deg (b') \leq d \), therefore corresponding \( \ell^*(b, P_*, P_*) \) are bounded by a constant \( R'_d \). Using (i) we obtain that \( J(u|_{x_1,x_2}) \leq R'_d + \zeta = R_d \).

We obtain a simple corollary from Theorem 4.1:

Corollary 4.1. If the graph of the energy-minimizing solution \( U(x) \) from Theorem 4.1 intersects a contractible closed set \( \sigma \subset D' \), that is for \( x_1 < x_2 \) we have \( u(x_1) = p'_1 \in \sigma, u(x_2) = p'_2 \in \sigma \) then

\[
J(U|_{x_1,x_2}) = E(U|_{x_1,x_2}) = \ell^*(h(U|_{x_1,x_2}), p'_1, p'_2).
\]
Proof. We can take any \( x_0 \) and \( p_1 = p_3 = U(x_0) \); we can connect \( p_1 \) with \( \sigma \) by a curve in \( D' \) and take the union of this curve and \( \sigma \) as a new \( \sigma \). After that we use Proposition 4.1 with \( \zeta = 0 \).

Now we consider the Dirichlet problem (1.2), (2.3) with the boundary data \( p_1 = u(0), p_2 = u(L) \) in \( D'' \). We take a contractible set \( \sigma \subset \tilde{D}' \) and assume that \( p_1, p_2 \in \sigma \cap \tilde{D}'' \).

**Theorem 4.2.** Let \( p_1, p_2 \in \sigma \cap \tilde{D}'' \). Then for every \( b \in \pi _1 \) there exists \( L \) and a steady-state solution of the equation (1.2), (2.3) such that \( U \in b \),

\[
\mathcal{E}(U) = \mathcal{J}(U) = \ell^* (b, p_1, p_2)
\]

and (1.3) holds. If \( F(u) \in C^2(\mathbb{R}^2) \), the solution is stable, that is (4.3) holds for every smooth \( V(x) \) with a compact support in \( (0, L) \). If for \( x_1 < x_2 \) we have \( u(x_1) = p'_1 \in \sigma, u(x_2) = p'_2 \in \sigma \) then the equation (4.6) holds. The graph of \( U \) lies in \( \tilde{D}'' \).

**Proof.** The proof is completely similar to the proof of Theorems 4.1 and Corollary 4.1; now we obtain \( U \) which is a global minimizer of \( \mathcal{E} \) and \( \mathcal{J} \) in \( \Xi_0([0, L], p_1, p_2) \) and \( \Xi_0(p_1, p_2) \), respectively. The only difference is that when \( p_1, p_2 \in C_i \) the graph of \( U \) may intersect \( C_i \) at \( x = 0, x = L \) not coinciding with \( C_i \).

When the length of a curve \( u \) is infinite, the functionals \( \mathcal{E}(u) \) and \( \mathcal{J}(u) \) are infinite and we cannot define stable geodesics of a prescribed type as their minima. To be able to pass to the limit as the length tends to infinity, we need to introduce localized characteristics which have limits. To this end we use a localization of the homotopy type. This localization depends on the set \( \sigma \) and is defined below. Below we denote by \( \tilde{\sigma} \) a contractible set in \( \tilde{D}' \) which contains a \( \delta \)-neighborhood of \( \sigma \) in \( \tilde{D}' \).

We consider a curve \( u(s) \) in \( \tilde{D}' \) which intersects \( \sigma \). Let \( u(s_1) = p_1, u(s_2) = p_2 \) with \( p_1, p_2 \in \sigma \). We denote the restriction of \( u(s) \) on \([s_1, s_2]\) by \( u_{[s_1, s_2]} \). The homotopy class of \( u_{[s_1, s_2]} \) in \( \pi_1 \) is well-defined and we denote it by \( h(u_{[s_1, s_2]}) \). If \( u(s_1), u(s_2), u(s_3) \in \sigma \) we have the \( \pi_1 \)-multiplication formula:

\[
h(u_{[s_1, s_2]} h(u_{[s_2, s_3]}). \]

For a curve \( u(s) \) in \( \tilde{D}' \) with endpoints in \( \sigma \) for every \( s_* \) such that \( u(s_*) \notin \sigma \) we can find a maximal open interval \( (s_1, s_2) \) which contains \( s_* \) and on
which \( u(s) \notin \sigma \). When the restriction onto \([s_1, s_2]\) has the trivial type, we call the interval non-essential. If \([s_1, s_2]\) is non-essential, then \( h(u|_{s_1, s_2}) = h(u|_{s_1, s_2}) \) when \( s_1 < s_2 < s_3 \). If a curve \( u \) lies in \( D' \), has endpoints in \( \sigma \) and belongs to a non-trivial class \( b \), the Euclidean length \( l_E(u) \) of this curve is bounded from below: \( l_E(u) \geq l_E^0 > 0 \). Indeed, if \( l_E(u) < \delta \), the curve \( u \) lies in a \( \delta \)-neighborhood of \( \sigma \) and therefore in contractible \( \widehat{\sigma} \), so it has a trivial type.

Therefore, if a curve \( u \) has a finite length, there is only a finite number of essential intervals.

**Definition 4.6.** For a curve in \( D' \) with endpoints in \( \sigma \) and with a finite length we find all essential intervals \([s_l, s'_l]\) and define the following word

\[
(4.7) \quad h_{\sigma}(u) = h(u|_{s_1, s'_1}) \cdots h(u|_{s_N, s'_N}) = \prod_{l=1}^{N} h(u|_{s_l, s'_l}) \in \pi_1
\]

where \( N \) is the number of essential intervals, \( s_1 \) is the minimal of all left endpoints of essential intervals; \( s'_N \) is the maximal right endpoint. When there is no essential intervals at all, \( N = 0 \), \( h_{\sigma}(u) = 1 \) is trivial.

In a nontrivial (4.7) \( s_l < s'_l \leq s_{l+1} < s'_{l+1} \), \([s_l, s'_l]\) are essential intervals of \( u \) and \([s'_l, s_{l+1}]\) are non-essential intervals for every \( l \). It is possible that \( s'_l = s_{l+1} \).

Note that the reducible word \( h_{\sigma}(u) \) is defined uniquely by \( u \) as well as the essential intervals \([s_l, s'_l]\); they depend on \( \sigma \). Since the homotopy type does not depend on a contractible \( \sigma \), irreducible words for two different \( \sigma \) coincide: if \( u \) has endpoints in \( \sigma \) and \( h(u) = b \in \pi_1 \) and \( \sigma \subset \sigma' \), then we have

\[
h_{\sigma}(u) \sim h_{\sigma'}(u) \sim b.
\]

Here and below \( \sim \) denotes the equivalence of words by the group relation; two words are equivalent if they are related through cancellation or inserting a finite number of pairs \( g_i g_i^{-1} \) or \( g_i^{-1} g_i \). When two curves \( u_0, u_1 \) are connected by a homotopy in \( D' \), we have \( h(u_0) = h(u_1) \) but \( h_{\sigma}(u_0) \) may be different from \( h_{\sigma}(u_1) \); of course, \( h_{\sigma}(u_0) \sim h_{\sigma}(u_1) \).

Below we define such sets \( \sigma \) that \( h_{\sigma}(u) \in \pi_1 \) gives a detailed enough information on the localization of elements of \( h(u) \in \pi_1 \).

Let \( P_* \in D'' \) be a base point (we take it as the origin \( O \) in the \( u \)-plane, \( P_* = O \)). We fix a spider-shaped set \( \sigma^* \in \widehat{D'} \) (see Fig. 4) which consists of simple curves \( \sigma_i, i = 1, \ldots, n \) which start at the origin and connect it with the external cycle \( C_0^1 \). The curves intersect only at the origin; they intersect \( C_0^1 \)
only once; therefore they divide the interior of $C^1_0$ into $n$ sectors $\Sigma_i$; every sector includes one of the minimal cycles $C_i$. The set $\sigma^*$ is contractible, we take it as a base point of the homotopy group $\pi_1 = \pi_1(D', \sigma^*)$. We number the cycles $C_i$ so that the cycle $C_i$ is in the sector $\Sigma_i$ bounded by $\sigma_i$ and $\sigma_{i+1}$; clearly $\sigma_{n+1} = \sigma_1$. Consider now (4.7) for this set $\sigma = \sigma^*$. The function $u(s)$ on every essential interval takes values in one of $\Sigma_i$, so its type is $g_i^a$ where $g_i$ is the generator corresponding to $C_i \in \Sigma_i$. If the irreducible word $h(u|_{[s_1, s'_1]}) \in \pi_1$ of a restriction of $u(s)$ on $[s_1, s'_1]$ includes more than one generator, there exists one more point of intersection with $\sigma^* u(s_*) \in \sigma^*$, $s_1 < s_* < s'_1$. Indeed, different $\Sigma_i$ cannot be connected by curves in $D'$ which do not intersect $\sigma^*$. So, if there is no point of intersection with $\sigma^*$, the curve $u|_{[s_1, s'_1]}$ lies in one of $\Sigma_i$ and has the type $g_i^b$. Therefore for every essential interval $h(u|_{[s_1, s'_1]}) = g_{i_1}^{k_1} \ldots g_{i_n}^{k_n} = \prod_{i=1}^{N} g_{i_i}^{k_i} \in \pi_1$.

\begin{equation}
(4.8) \quad h_\sigma(u) = g_{i_1}^{k_1} g_{i_2}^{k_2} \ldots g_{i_n}^{k_n} = \prod_{i=1}^{N} g_{i_i}^{k_i} \in \pi_1.
\end{equation}

![Figure 4: The set $\sigma$](image)

Now we give another set $\sigma$ which gives more information, we denote this set by $\sigma\tilde{\sigma}$. This set will be systematically used from now on.

Let $\sigma\tilde{\sigma}$ be a set obtained by adding to $\sigma^*$ $n$ arcs $\sigma'_i$ which lie in the sectors $\Sigma_i$ and connect the origin $O = P_*$ – the center point of $\sigma$ – with the cycles.
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Figure 5: The set \( \tilde{\sigma} \)

\( C_i^1, i = 1, \ldots, n \). It is assumed that \( \sigma_i^j \) have only one point, namely \( P_* \), of intersection with \( \sigma^* \) and only one point of intersection with \( C_i \) and \( C_i^1 \). This 2n-leg spider set \( \tilde{\sigma} \) is contractible and \( \pi_1(D', \tilde{\sigma}) = \pi_1(D', \sigma^*) = \pi_1 \).

Note that the set \( \tilde{\sigma} \) divides \( D' \) into \( n \) contractible connected components \( \Omega_i \). If the type \( h(u|_{[s_1, s_1']}) \in \pi_1 \) of u(s) on \( [s_1, s_1'] \) does not coincide with \( g_i^{\pm 1} \) or with 1, there is one more point of intersection with \( \sigma \): \( u(s_*) \in \tilde{\sigma}, s_1 < s_* < s_1' \). Indeed, if there is no intersection with \( \tilde{\sigma} \) then this subcurve lies in one \( \Sigma_i \) and belongs to \( g_i^\pm \). If \( |\alpha| > 1 \) there is a point of self-intersection which gives a closed loop with a type of class \( g_i^{\pm 1} \) (see the proof of Lemma 3.1) which lies in the \( \Sigma_i \) and does not intersect \( \tilde{\sigma} \). It is of nontrivial type when \( C_i^1 \) is inside the loop; but \( C_i^1 \) is connected with \( C_0 \) by \( \tilde{\sigma} \), which must intersect the loop. So \( |\alpha| = 1 \). Therefore on every essential interval \( h(u|_{[s_1, s_1']}) = g_i^{\delta_1}, \delta_1 = \pm 1 \). So we can write (4.7) with \( \sigma = \tilde{\sigma} \) in the form

\[
(4.9) \quad h_\sigma(u) = g_i^{\delta_1} g_i^{\delta_2} \cdots g_i^{\delta_n} \prod_{l=1}^{N_1} \tilde{\pi}_l, \quad g_i^{\delta_l} = h(u|_{[s_l, s'_l]}) = g_i^{\pm 1}.
\]

**Theorem 4.3.** Let \( L > 0 \). Let \( b \in \pi_1 \). Let \( \mathcal{L} < \ell^*(b, p_1, p_2) + \theta \). Then the set \( X = \Xi_b([0, L], p_1, p_2) \cap \{ \mathcal{E}(u) \leq \mathcal{L} \} \) is invariant under the dynamics of (1.1), (2.3) that is \( u(t) \in \Xi_b([0, L], p_1, p_2) \cap \{ \mathcal{E}(u) \leq \mathcal{L} \} \) for all \( t > 0 \) if it
is true for \( t = 0 \). If this set \( X \) is non-empty, it contains the attractor \( A \) which includes a stable equilibrium point \( Z \) which is a solution of (1.2) and a global minimizer of \( \mathcal{E} \) over \( X \).

**Proof.** The invariance and existence of the attractor and of \( Z \) directly follow from Theorem 3.1 and Theorem 2.2. \( \square \)

**Remark 4.1.** Obviously we can assume that \( F(u) \) may be not positive inside the cycles \( C_i' \); in fact we may allow \( F(u) \) to be equal to zero at isolated points inside \( C_0 \), but in this case we can’t assert existence of periodic solutions of arbitrary type; solutions of homoclinic or heteroclinic type can arise instead, thanks to unboundedness of \( L_j \). See for this case [4].

**Remark 4.2.** When a word \( b \) contains at least two different generators, a curve from this class which has a point on \( C_i' \) must intersect \( C_i \). Therefore one may slightly relax conditions of minimality and \( \theta \)-stability of the minimal cycle in Definitions 3.1 and 3.2. Namely, the conditions should be imposed only on curves which intersect \( C_i \); \( \varepsilon_2 \) and \( \theta \) may be put to zero for curves \( \Gamma \) which do not intersect the cycle \( C_i \). The statements of Theorems 3.1, 4.1, 4.2 and 4.3 remain true for such \( b \) under the relaxed conditions.

**5. Equations on the infinite interval.**

From now on we take the set \( \bar{\sigma} \) given in the previous section as a base set \( \sigma \).

Consider now solutions of (1.2) and (1.1) on the infinite interval \(-\infty < x < \infty \). We take a generalized element of the fundamental group of \( D' \) in the form of an infinite word

\[
(5.1) \quad b = \prod_{l=-\infty}^{\infty} g_i^{\kappa_i} \in \pi_1^{\infty}
\]

where \( \kappa_i = \pm 1 \) and \( \kappa_{i+1} = \kappa_i \) if \( i_{i+1} = i_i \); the last condition means that the word is irreducible.

A continuous function \( u(x) \) belongs to \( b \in \pi_1^{\infty} \) if there exists a sequence \(-L_N^- \to -\infty, L_N^+ \to \infty, N \to \infty \) such that \( u(-L_N^-), u(L_N^+) \in \sigma \) and the restriction of \( u(x) \) on the interval \([-L_N^-, L_N^+] \) belongs to the class

\[
b_N = \prod_{l=-N}^{N} g_i^{\kappa_i} \in \pi_1.
\]
First we prove for every $b \in \pi_1^\infty$ existence of a solution $U$ of (1.2) from the class $b$.

Recall that for every $w \in \tilde{\pi}_1$ there exists an unique $b \in \pi_1$ such that $w \sim b$, that is $b$ is obtained from $w$ by cancellations of $g_ig_i^{-1}$ or $g_i^{-1}g_i$.

**Proposition 5.1.** Let $w \in \tilde{\pi}_1$. Let $w \sim b = b_1b_2 \in \pi_1$. Then $w = w_1w_2$ where $w_1 \sim b_1, w_2 \sim b_2$.

**Proof.** Note that if a word $w \sim b$ where $b$ is irreducible, one obtains $b$ by deleting adjacent pairs of mutually inverse letters $g_1^1, g_i^{-1}$ from $w$ until there is none left. The word $b$ consists of the remaining letters of $w$. Inversely, inserting the pairs into their old positions we obtain from $b$ the word $w$. Let $c_*$ be the last letter of the subword $b_1$ of $b$. We take as the subword $w_1$ the subword of $w$ which starts with the first letter of $w$ and ends with $c_*$. Clearly it is obtained from $b_1$ by inserting in $b_1$ the canceling pairs to the left of $c_*$, that is $b_1 \sim w_1$. The remaining letters of $w$ give $w_2$. 

We denote by $\tilde{\sigma}$ a closed contractible subset of $\tilde{D}'$, which contains a $\delta$-neighborhood (Euclidean) in $\tilde{D}'$ of the set $\sigma$. Obviously, $\pi_1(D', \sigma) = \pi_1(D', \tilde{\sigma}) = \pi_1$. Moreover, $\ell^*(b, p_1, p_2)$ is defined for $b \in \pi_1, p_1, p_2 \in \tilde{\sigma}$.

**Theorem 5.1.** Let $b \in \pi_1^\infty$. Then there exists a steady-state solution $U(x), -\infty < x < \infty$, of the equation (1.2) from the class $b$. It satisfies (1.3); it lies in $\tilde{D}''$ and $U(0) \in \sigma$. This solution takes values in $\tilde{D}''$ if it does not coincide with a periodic solution which coincides with one of minimal cycles $C_i$. If for $x_1 < x_2$ we have $U(x_1) = p'_1 \in \sigma, U(x_2) = p'_2 \in \sigma$ then (4.6) holds.

If $F''(u)$ is continuous, the solution is stable in $L_2(\mathbb{R})$ that is

$$\int_{-\infty}^{\infty} \left[ \partial_x^2 V(x) - F''(U)V(x) \right] V(x) dx \leq 0$$

for any smooth function $V(x)$ with a compact support.

**Proof.** Let $b_j^- = \prod_{i=-j}^{0} g_i, b_j^+ = \prod_{i=1}^{j} g_i, b_j = b_j^-b_j^+$. By Theorem 4.2 there exist $L_j'$ such that $U_j \in b_j$ are solutions of (1.2) with the boundary condition $U(0) = U(L_j') = P_*; U_j$ are minimizers of $E$ from the class $b_j = h(U_j^j|_{[0, L_j']})$. Let $w_j = h(u_j^j|_{[0, L_j']}) \sim b_j$. 

By Proposition 5.1 \( w_j = w_j^- w_j^+ \) with \( w_j^- \sim b_j^- \), \( w_j^+ \sim b_j^+ \). According to (4.9) we have a one-to-one correspondence between the letters \( g_{ii}^j \) of the word \( w_j \) and essential intervals \([x_i, x'_i] \) of \( U^j \). On taking the \( L_j'' = x'_i \) where \( l \) is the label of the last letter in \( w_j^- \) we obtain

\[
h(U^j|_{[0, L_j''])}) = b_j^- \quad h(U^j|_{[L_j', L_j'])}) = b_j^+.
\]

Note that since (1.2) does not depend explicitly on \( x \), \( U(x + y) \) is also a solution on \([-y, L_j' - y] \). We take \( y = L_j'' \) and put \( L_j^- = L_j'' \), \( L_j^+ = L_j' - L_j'' \). Note that the Euclidean length of an arc of \( U^j \) corresponding to every essential interval is bounded from below by a constant \( t_E^* \). By Lemma 3.3 the length of an essential interval is bounded from below by \((t^*)^2/(2R_1) = c \) where \( R_1 \) is the same as \( R_d, d = 1 \), in Proposition 4.1. Therefore the lengths \( L_j^- \) and \( L_j^+ \) of supports of both halves of \( U^j \) are not less than \( j\epsilon, \epsilon > 0 \) and \( L_j^\pm \rightarrow \infty \) as \( j \rightarrow \infty \).

Now we choose appropriate subsequences of \( j \) which yield the homotopy type \( b \) for the limit function. Let us fix an integer \( N \) and consider \( j > N \). We take \( b_1 = b_N = \prod_{i=-N}^0 g_{ii}^j \) and obtain the decomposition \( b_j^- = b_1^j b_1^j \). By Proposition 5.1 \( w_j^- = w_1^j w_1' \) with \( w_1'' = b_1^j' \) and \( w_1' \sim b_1' \). From (4.9) we have \( h(U^j|_{[-L_j^-, 0]}) = b_1', \) clearly \( \deg(b_1') = N + 1 \). By Proposition 4.1

\[
\mathcal{J}(U^j|_{[-L_j^-, 0]}) \leq R_{N + 1} + \epsilon \text{ and by Lemma 3.3 the numbers } L_j^-, L_{j,N} \text{ are bounded uniformly in } j. \quad \text{We choose a subsequence convergent to } L_{j,N}. \quad \text{Similarly writing } b_j^+ = b_2^j b_2^j \text{ with } h(U^j|_{[0, L_j^+, N]}) = b_2 \text{ we choose a subsequence } j \text{ for which } L_{j,N}^+ \rightarrow L_{j,N}. \quad \text{Using a diagonal process we obtain a subsequence of } j \text{ for which we have the convergence for every } N.
\]

We fix an arbitrary \( L > 0 \). The functions \( U^j \) are bounded uniformly in \( j \) in \( C \) (their graphs are contained in the bounded set \( D_0 \)). Since the parameterization is defined by \( |\partial x u| = 2F(u) \), we have boundedness in \( C^1([-L, L]) \); expressing \( \partial_x^2 u \) from the equation (1.2) we obtain uniform boundedness in \( C^2([-L, L]) \). Therefore on every finite interval \([-L, L] \) we easily deduce weak compactness of \( \{U^j\} \) in \( H_2([-L, L]) \). Using a diagonal process we choose a subsequence of solutions \( U^j \) of (1.2) which converges weakly in \( H_2([-L, L]) \) and strongly in \( H_1([-L, L]) \), \( C([-L, L]) \) and in \( C^1([-L, L]) \) on every finite interval \([-L, L] \) to a solution \( U(x) \). Since graphs of \( U^j \) are in \( D'' \), the graph of \( U \) is in \( D'' \).

Since \( U^j(L_{j,N}^\pm) \in \sigma \), from convergence in \( C([-L, L]) \) it follows that
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$U(L_N^\pm) \in \sigma$ and $U^j(L_N^\pm) \in \tilde{\sigma}$ for large $j$. Since $\tilde{\sigma}$ is contractible

$$h_{\tilde{\sigma}}(U^j|_{[L_N^-, L_N^+]}) \sim h_{\tilde{\sigma}}(U^j|_{[L_{j,N}^-, L_{j,N}^+]}) \sim \prod_{l=-N}^{N} g_{i_l}^{\kappa_l}.$$ 

Therefore $h(U^j|_{[L_N^-, L_N^+]}) = b_N$ does not depend on $j$ and we can pass to the limit and obtain

\[(5.3) \quad h(U|_{[-L_N^-, L_N^+]}) = \prod_{l=-N}^{N} g_{i_l}^{\kappa_l},\]

that is $U \in b$.

Since \((1.3)\) holds for $U^j$, by convergence in $C^1$ we get it for $U$. The graph of $U$ is in $\tilde{D}^n$; the boundary of $D^m$ consists of minimal cycles $C_i$. If the graph of $U$ intersects $C_i$ it should be tangent to it and by \((1.3)\) the graph of $U$ should coincide with $C_i$ since they correspond to solutions of the same second order ODE with the same initial data.

One can pass to the limit in \((4.3)\) for any fixed $V(x)$ with a compact support and obtain that the limit solution $U$ is stable in $L_2(\mathbb{R})$.

Now we prove that \((4.6)\) is true for $U$. Assuming that \((4.6)\) does not hold for $U$ on $[x_1, x_2]$ when $U(x_1), U(x_2) \in \sigma$, that is

\[(5.4) \quad \int_{x_1}^{x_2} [F(U(x)) + |\partial_x U(x)|^2/2]dx > \ell^*(b', p'_1, p'_2) + \epsilon, \quad b' = h(U|_{[x_1, x_2]})\]

we will obtain a contradiction. Indeed, consider $U, U^j$ on the interval $[x_1, x_2]$. We have

$$|\mathcal{E}(U|_{[x_1, x_2]}) - \mathcal{E}(U^j|_{[x_1, x_2]})| \leq K_2 ||U|_{[x_1, x_2]} - U^j|_{[x_1, x_2]}||_{H^1([x_1, x_2])}$$

where $K_2$ depends on bounds of $H_1([x_1, x_2])$-norms of $U, U^j$ on the fixed interval $[x_1, x_2]$ and is bounded. If $j$ is large enough, we obtain from \((5.4)\)

\[(5.5) \quad \int_{x_1}^{x_2} [F(U^j(x)) + |\partial_x U^j(x)|^2/2]dx > \ell^*(b', p'_1, p'_2) + \epsilon/2.\]

Since $U^j$ are global minimizers, we obtain from \((4.6)\) (which is applicable to an arbitrary contractible $\sigma$, for example to $\tilde{\sigma}$)

$$\mathcal{E}(U^j|_{[x_1, x_2]}) = \ell^*(b', p_1^j, p_2^j).$$
Comparing with (5.5) we obtain
\begin{equation}
\ell^*(b', p_1, p_2) > \ell^*(b', p_1', p_2') + \epsilon_1/2.
\end{equation}

where $p_1' = U^j(x_1), p_2' = U^j(x_2)$ with $p_1, p_2 \in \bar{\sigma}$ since $U^j|_{[x_1, x_2]}$ is in a \(\delta\)-neighborhood of $U|_{[x_1, x_2]}$ in the $C$-norm.

On the other hand, the dependence of the length of minimizers with fixed endpoints on their endpoints has the following general property. If $p_1, p_2 \in \sigma, |p_1 - p_1| < \delta, |p_2 - p_2| < \delta$, connecting $p_1$ with $p_1'$ and $p_2$ with $p_2'$ by straight line segments (which are in $\bar{\sigma}$ by definition of $\bar{\sigma}$) we obtain
\begin{equation}
|\ell^*(b', p_1, p_2) - \ell^*(b', p_1', p_2')| \leq K_1(|p_1 - p_1'| + |p_2 - p_2'|)
\end{equation}
where
\begin{equation}
K_1 = \sup_{u \in \bar{\sigma}} \sqrt{2F(u)}.
\end{equation}

We have $p_1' = U(x_1) \in \sigma, p_2' = U(x_2) \in \sigma$. Since $U^j \rightarrow U$ on the interval $[x_1, x_2]$, points $p_1', p_2'$ are close to $p_1', p_2'$ and we can apply (5.7). Since $p_1' \rightarrow p_1'$, $p_1' \rightarrow p_1'$, for large $j$ we have $|\ell^*(b', p_1', p_2') - \ell^*(b', p_1', p_2')| < \epsilon_1/2$. This contradicts (5.6). This contradiction shows that (5.4) cannot hold.

**Lemma 5.1.** Let (3.5) hold on an interval $[x_1, x_2] \subset [0, L]$. Then
\begin{equation}
\sqrt{L_0} \leq \frac{\sqrt{2\theta} + \sqrt{2\theta} + 4J_0}{2\sqrt{2\mu}}
\end{equation}
where $L_0 = |x_2 - x_1|, J_0$ is the Jacobian length of the curve $u$ on $[x_1, x_2]$.

**Proof.** We have
\[
\int_{x_1}^{x_2} \left[ \sqrt{2\mu} - |\partial_x u| \right] dx \leq \int_{x_1}^{x_2} \left[ \sqrt{2F(u)} - |\partial_x u| \right] dx \\
\leq \int_{x_1}^{x_2} \left| \sqrt{2F(u)} - |\partial_x u| \right| dx \leq \sqrt{x_2 - x_1} \sqrt{2\theta}.
\]

This implies
\[
L_0 \sqrt{2\mu} \leq \sqrt{L_0} \sqrt{2\theta} + \int_{x_1}^{x_2} |\partial_x u| dx \leq \sqrt{L_0} \sqrt{2\theta} + \sqrt{2F(u)} \int_{x_1}^{x_2} |\partial_x u| \sqrt{2F(u)} dx.
\]
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Therefore

\[ L_0 \sqrt{2\mu} \leq \sqrt{L_0 \sqrt{2\theta}} + \frac{1}{\sqrt{2\mu}} J_0, \quad J_0 = \int_{x_1}^{x_2} |\partial_x u| \sqrt{2F(u)} \, dx. \]

This expression is quadratic in \( \sqrt{L_0} \) and after solving a quadratic equation we obtain the estimate (5.9).

Consider now the parabolic equation (1.1) in the unbounded domain \( x \in \mathbb{R} \). We will show that together with a steady-state solution \( Z \) with a given homotopy type and a fixed value of the Hamiltonian given by (1.3) there exists an open in appropriate topology invariant set of the parabolic equation consisting of functions which have the same homotopy type. It gives nonlinear stability for the spatial pattern of solutions.

Recall that the norm in the weighted Sobolev space \( H_{k,-p} \) is defined by

\[
\|u\|_{H_{k,-p}}^2 = \int_{-\infty}^{\infty} [(1 + |x|^2)^{-p/2}] \sum_{j=0}^{k} |\partial_x^j u(x)|^2 \, dx.
\]

We extend the function \( F(u) \) outside \( D_0^1 \) so that the first and second derivatives of \( F(u) \) are bounded uniformly in the entire plane. From results of [7] we obtain:

**Theorem 5.2.** For any initial data \( u(0) \in H_{1,-p}, p > 1 \), there exists a unique solution \( u(t) = u(x,t) \) of (1.1) with \( u(t) \in H_{1,-p}, t \geq 0 \).

Therefore the dynamics \( V \rightarrow S_t V \) generated on \( H_{1,-p} \) by (1.1) is well-defined. Obviously, bounded smooth functions, in particular smooth periodic in \( x \) functions with an arbitrary period belong to \( H_{1,-p} \) if \( p > 1 \); periodic functions form invariant subspaces in this space. Since \( U(x) \) is bounded and by (1.3) \( \partial_x U(x) \) is bounded uniformly in \( x \), solutions constructed in Theorem 5.1 belong to \( H_{1,-p} \) if \( p > 1 \).

**Proposition 5.2.** Let a curve \( u(x) \) lie in \( D' \), \( p_1 = u(0) \in \sigma, p_2 = u(L) \in \sigma \). Let \( \mathcal{E}(u) \leq \ell^* (h(u), p_1, p_2) + \zeta_1 \) and (3.5) hold. Then there exists such a \( L_\ast > 0 \), which does not depend on \( u, L \), that if \( y', y \in [0, L] \) satisfy \( y' - y > L_\ast \) then \( u(x_\ast) \in \sigma \) for some \( y < x_\ast < y' \).

**Proof.** Note that by (3.1) \( \mathcal{J}(u) \leq \ell^* (h(u), p_1, p_2) + \zeta_1 \). The set \( \sigma = \bar{\sigma} \) divides \( D' \) into \( n \) disjoint contractible subdomains \( \Omega_i, i = 1, \ldots, n \). The internal
diameter of every disjoint component \( \Omega_i \) in \( J \)-metric is bounded from above by a number \( 2R_\Omega \). Changing an arc of the curve inside a component \( \Omega_i \) with the endpoints of the arc fixed does not change the type of the entire curve. Consider an arc which lies in a component \( \Omega_i \). If the Jacobian length of the arc is greater than \( 2R_\Omega + \zeta_2, \zeta_2 > \zeta_1 \) we connect the endpoints of the arc by an arc in \( \Omega_i \) with the length \( 2R_\Omega + \epsilon \). So we get a new curve with the same type and the Jacobian length of this curve is less than \( \ell^*(h(u), p_1, p_2) + \zeta_1 - \zeta_2 + \epsilon \) which contradicts the definition of \( \ell^* \) when \( \epsilon \) is small. Therefore, if the Jacobian length of an arc of \( u \) is greater than \( 2R_\Omega + \zeta_1 \) it intersects \( \sigma \). By (5.9), if

\[
\sqrt{L^*} > \frac{\sqrt{2\theta} + \sqrt{2\theta + 4(2R_\Omega + \zeta_1)}}{2\sqrt{2\mu}}
\]

we have the Jacobian length \( J_0 > 2R_\Omega + \zeta_1 \); therefore we have an intersection with \( \sigma \). □

**Theorem 5.3.** Let \( b \in \pi_1^\infty \), let \( Z = U \in b \) be a solution of (1.2) which has the properties described in Theorem 5.1. Let \( V(x) \) be a function which has the following properties:

\[
\|V - Z\|_{C(\mathbb{R})} \leq \epsilon_1; \tag{5.10}
\]

\[
\int_{-\infty}^{\infty} \left| F(V(x)) + |\partial_x V(x)|^2/2 - F(U(x)) - |\partial_x U(x)|^2/2 \right| dx \leq \epsilon_2.
\]

Let \( \epsilon_1 \leq \delta, \epsilon_2 + K_1 \epsilon_1 = \theta \) where \( K_1 \) is given by (5.8). Then there exists a unique solution \( u(x, t) \) of (1.1) such that \( u(x, 0) = V(x), u(x, t) \in \tilde{D}' \forall x, t \) and for every fixed \( t = t_0 \geq 0 \) \( u(t_0) \in b \). This solution satisfies the approximate Hamiltonian conservation law

\[
\int_{-\infty}^{\infty} \left( \sqrt{2F(u(x, t))} - |\partial_x u(x, t)| \right)^2 \geq 2\theta \forall t \geq 0 \tag{5.11}
\]

and (4.4), (4.5) with \( \zeta = \theta \).

**Proof.** Let \( L_j^-, L_j^+ \) be the same as in the proof of Theorem 5.1 with \( U = Z \). We have \( Z(-L_j^-) = q_1, Z(L_j^+) = q_2, Z(0) = q_3 \) with \( q_1, q_2, q_3 \in \sigma \). The function \( Z_j(x) = Z|_{[-L_j^-, L_j^+]} \) on the interval \([-L_j^-, L_j^+]\) has the homotopy type \( h(Z_j) = b_j = \prod_{i=-j}^{j} g_{i}^{e_i} \). We have

\[
h \left( Z|_{[0,-L_j^-]} \right) = \prod_{i=-j}^{0} g_{i}^{e_i} = b_j^-, \quad h \left( Z|_{[0,L_j^+]} \right) = \prod_{i=1}^{j} g_{i}^{e_i} = b_j^+, \quad b_j = b_j^- b_j^+.
\]
We restrict initial data $V(x)$ to the interval $[-L_j^-, L_j^+]$ with $V(-L_j^-) \in \tilde{\sigma}, V(L_j^+) \in \tilde{\sigma}$ since $\varepsilon_2 \leq \delta$.

Consider (1.1) with the Dirichlet boundary condition

$$u(-L_j^-, t) = V(-L_j^-) = p_1^j, \ u(L_j^+, t) = V(L_j^+) = p_2^j \ \forall t \geq 0$$

and with the initial condition $u(x, 0) = V(x), x \in [-L_j^-, L_j^+]$.

By Theorem 4.3 we have $u_j(t) \in X = \Xi_b([-L_j^-, L_j^+], p_1^j, p_2^j) \ \forall t \geq 0$, therefore $u_j(x, t) \in D'$ are bounded uniformly in $x, t, j$, that is we have an uniform estimate in $C$. For any fixed $L, T$ with $L_j^+ \geq L + 1$ we consider solutions $u_j$ on the rectangle $Q = \{-L \leq x \leq L\} \times \{0 \leq t \leq T\}$. The main part of the equation (1.1) is linear and the nonlinear term $F^j(u)$ is bounded for bounded $u$ and can be considered as a given function. Using uniform boundedness of initial and boundary data, Lipschitz dependence of $F^j(u)$ on $u$ and standard properties of linear parabolic equations (see [19], [17]) we obtain uniform in $j$ boundedness of the first order time derivative and the second order space derivatives of solutions in $C^\gamma(Q), \gamma > 0$. We can choose a subsequence of solutions of (1.1) which converges in $C(Q)$ and the time derivative and second order space derivatives converge in $L_2(Q)$ as $j \to \infty$; the limit function $u(x, t)$ is again a solution of (1.1), $u(x, 0) = V(x)$. Since $u^j(x, t) \in D' \ \forall x, t, j$ it is true for $u(x, t)$. So we have proved the existence of a solution. Its uniqueness follows from Theorem 5.2. Since every subsequence converges to the same limit $u(x, t)$, the sequence $u^j(x, t) \to u(x, t)$ in $C(Q)$ together with first time and space derivatives.

The inequality (5.11) follows in the limit from (3.5). We obtain for $u^j$ (4.4), (4.5) from Proposition 4.2 with $\zeta = \theta$. Passing to the limit like in the proof of (4.6) in Theorem 5.1 we obtain (4.4), (4.5) for $u$.

Now we show that the solution $u(t) \in b$ for any fixed $t = T$. We use the same approach as in Theorem 5.1. We have

$$h\sigma(u^j(t)|_{[L_j^-, L_j^+]}) = \prod_{i=-J^-}^{J^+} g_{i}^{\delta_j} = u^j \sim b_j.$$

Since $b_j = b_j^--b_j^+$ we have by Proposition 5.1 $w_j = w_j^-w_j^+$ with $w_j^- \sim b_j^-$. The last essential interval corresponding to the last letter of $w_j^-$ has the right endpoint $L_j^0, u^j(L_j^0, T) \in \sigma$.

We show that $L_j^0$ are bounded uniformly in $j$. Consider the rectangle $Q_j^- = \{-L_j^- \leq x \leq 0\} \times \{0 \leq t \leq T\}$. The function $u(x, t)$ restricted to its boundary determines a cycle $\Gamma$ in the $u$-plane which lies in $D'$. The
cycle consists of four arcs $\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4$ corresponding to the lower, the right, the upper and the left sides of the rectangle respectively. According to the boundary condition, $u(\Gamma_4) = Z(-L_j^-) \in \sigma$. The cycle $\Gamma$ has the trivial homotopy type. Indeed, by decreasing $T$ we obtain a homotopy which at $T = 0$ yields a trivial cycle obtained by passing the same curve first from left to right (from $-L_j^-$ to 0) and then backwards; this cycle can be contracted by moving the right endpoint of the curve along the curve to the left endpoint. Therefore the homotopy classes corresponding to the curves $\Gamma_1$ and $\Gamma_2 \cup \Gamma_3 = \Gamma_5$ are inverse. Changing the orientation on $\Gamma_5$ to the opposite (positive direction on the upper side now corresponds to increasing $x$), we obtain that the classes coincide.

By Proposition 5.2 we have $x_0 \in [-L_*, 0], u(x_0, T) = p_0 \in \sigma$, we take the maximum of all such $x_0$; let $h(u_j|_{-L_j^-}) = b_{0j}$. The irreducible word $b_{0j}$ is a subword of the irreducible word $b_j$, $b_{0j}b_{0j} = b_j$. We have two possibilities, $b_{0j} \subset b_j^-$ and $b_{0j}^+ \subset b_j^+$. We consider the first case, the second is similar (we need to consider $x \geq 0$ then).

The curve $\Gamma_5$ consists of three parts: $u_1$ given by $u^j(x, T), -L_j^- \leq x \leq x_0$; $u_2$ given by $u^j(x, T), x_0 \leq x \leq 0$ and $u_3$ given by $u(0, t), T \geq t \geq 0$. We denote the union of $u_2, u_3$ by $u_4$. So we have $b_j^- = b_{0j}b_j''$ with $b_j'' = h(u_4)$. Recall that $h(Z|_{-L_j^-}, 0) = h(\Gamma_5) = b_j^-$. We have $h_\sigma(\Gamma_5) = w_j^- \sim b_j^-$ and by Proposition 5.1 $w_j^- = w_{0j}w'', w'' \sim b_j''$.

Now we prove that the degree of $b_j''$ is bounded uniformly in $j$. Indeed, the Euclidean length of the curve $\Gamma_2$ is bounded by $\int_0^T |\partial_t u_j(0, t)| dt$, and this integral is bounded uniformly since $\partial_t u_j(x, t)$ are bounded in $Q$. Since on $x_0 < x < 0 < x_1$ $u_j(x) \notin \sigma$, with $u_j(x_0) \in \sigma, u_j(x_1) \in \sigma$ it has type $g_i^\pm 1$ or 1 and by Proposition 4.1 it has a Jacobian length bounded by $R_1$. Therefore the Euclidean and Jacobian lengths of $\Gamma_5$ are bounded, which implies that $\deg (h(u_4)) \leq d_1(T)$. Therefore $\deg b_j'' \leq d_1(T)$ and $\deg (h(u^j|_{-L_-, L_j^0})) \leq d_1(T)$. Applying Proposition 4.1 we obtain that $\mathcal{J}(u^j|_{-L_-, L_j^0}) \leq K'$ and by Lemma 5.1 $|L_j^0| \leq K_1'$ are bounded uniformly in $j$.

Now we define $L_j^-$. We have

$$h_\sigma (u^j(t)|_{L_j^-}) = \prod_{l = -J}^{J_0} g_i^l = w_j^- \sim b_j^- = \prod_{l = -J}^{0} g_i^l.$$  

Since $b_j^- = b_N^+b_N^-$, using Proposition 5.1 we split $w_j,N = w_{j,N}^-w_j,N^-$. Like in the proof of Theorem 5.1 for a fixed $t = T$ and $1 \leq N \leq j$ we can find points $L_j,N$, which now depend on $t$, such that $u^j(L_j,N, t) \in \sigma, L_j,N < L_j^-,$
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and

\[ h_\sigma(u^j(t)|_{[L^-_{j,N}, L^0_j]}) = \prod_{-N}^{J_N} g^k_i = w_{j,N}(t) \sim b^-_N. \]

Therefore \( \deg (h(w^j(t)|_{[L^-_{j,N}, L^0_j]})) \leq N+1 \). By Proposition 4.1 the Jacobian length of corresponding curves is bounded by a constant which depends on \( N \) and not on \( j \). By Lemma 5.1 corresponding \( x \)-lengths are bounded too.

So \( L^-_{j,N} \) (and similarly \( L^+_{j,N} \)) are bounded uniformly in \( j \) and we can choose subsequences converging to \( L^\pm_N \). We obtain in the limit \( h(u^j|_{[-L^-_N, L^-_N]}) = b^-_N \) and similarly \( h(u^j|_{[L^-_N, L^+_N]}) = b^+_N \) which implies that \( u \in b \).

The steady-state solutions of (1.1) are obtained as local minimizers of energy with a prescribed value \( \mu \) of the Hamiltonian. The solutions obtained in Theorem 5.1 are parameterized by two parameters: \( \mu \) (it affects solutions through the potential \( F(u) = F_0(u) + \mu \) and corresponding Jacobian metric) and by the homotopy type \( b \in \pi^\infty_1 \) which describes their spatial structure. From Theorem 5.3 follows that the constructed steady state \( U(x) \) with a given \( \mu, b \) is stable with respect to \( H^1_0(\mathbb{R}) \cap H^{3,1} \) -perturbations. Indeed, if \( V-U \) has a small norm in this space then (5.10) holds as well as an estimate in \( C \).

Considering \( \mu \) fixed, we study the spatial distribution of the homotopy elements of the set of solutions in the next section.


We want to describe how complexity of steady-state solutions we constructed in Theorem 5.1 is related to the length of an interval on which we consider the solution. First we give estimates of complexity in the general case. After that we consider in more detail the situation of Example 3.1, that is a locally radial potential.

For every element \( b \in \pi^\infty_1 \) we have by Theorem 5.1 a solution \( Z \in b, Z(0) \in \sigma \). Moreover, \( Z_{[0,\infty)} \in b^+, Z_{(-\infty,0)} \in b^- \) with \( b^- = \prod_{l=-\infty}^{0} g^\epsilon_i, b^+ = \prod_{l=1}^{\infty} g^\epsilon_i \). We have constructed in Theorem 5.1 such \( L^-_N, L^+_N \) that

\[ Z_{[-L^-_N, 0]} \in b^-_N, b^-_N = \prod_{l=-N}^{0} g^\epsilon_i, Z_{[0, L^-_N]} \in b^+_N, b^+_N = \prod_{l=1}^{N} g^\epsilon_i. \]

Therefore

\[ h \left( Z_{[L^-_{j-1}, L^+_j]} \right) = g^{\epsilon_i j}, h \left( Z_{[-L^-_{j}, -L^-_{j-1}]} \right) = g^{\epsilon_i j}. \]
We denote the set of all constructed $Z_b$ by $\mathcal{N}$ ($\mathcal{N}$ contains exactly one $Z_b$ for every $b$).

For every $Z_b \in \mathcal{N}$ and for any $i$ the lengths $|L_{j}^+ - L_{j}^-|$ of the intervals corresponding to $g_{i}^+ \pm 1$ are uniformly bounded from below by a constant $L_+ > 0$ (since the type is not trivial) and from above by $L^*$ according to Proposition 4.1 and Lemma 3.3.

For every $L$ we denote by $L^\pm(L)$ the maximum of $L_{j}^\pm < L$. We denote $b'(L) = h(Z_{[-L^{-}(L),L^{+}(L)]}) \in \pi_1$. We define the number $N(L) = N_\mathcal{N}(L)$ of different homotopy types of $z_b \in \mathcal{N}$ on $[-L, L]$ as the number of different $b'(L)$.

Since the number of letters of the word $b'(L)$ is between $2L/L^*$ and $2(L/L^* - 1)$ we have $N(\mathcal{N})(L) \leq 2n(2n - 1)^{2L/L^* - 1}$ and $N(\mathcal{N})(L) \geq 2n(2n - 1)^{2L/L^* - 3}$.

We introduce a lower complexity $h_*(\mathcal{N})$ and an upper complexity $h^*(\mathcal{N})$:

$$h_*(\mathcal{N}) = \lim \inf \frac{\ln N(\mathcal{N})(L)}{(2L)}, \quad h^* = \lim \sup \frac{\ln N(\mathcal{N})(L)}{(2L)}.$$  

So we obtain the following statement.

**Proposition 6.1.**

$$h_*(\mathcal{N}) \geq \frac{\ln(2n - 1)}{L^*}, \quad h^*(\mathcal{N}) \leq \frac{\ln(2n - 1)}{L^*}. $$

where $n$ is the number of generators of the fundamental group $\pi_1(D', P^*)$.

Now we consider the situation of Example 3.1 (see also Fig. 6) when it is possible to give more precise information on $h_*(\mathcal{N})$. In this case the steady state solutions can be explicitly described up to a small error. Recall that we assume that $F$ is constant far from two points $P_i, i = 1, 2$; namely

$$F(u) = \mu \text{ for } u \notin D^3_i, \quad D^3_i = \{|u - P_i| < \eta_0 + d\}. $$

Here $d > 0$ is a small number and $F$ is radial inside $D^3_i$, that is (3.6) holds with $r_3 = \eta_0 + d$. It is assumed that (3.7) holds with $\epsilon = d$, that is the circles $C_i = \{|P_i - u| = \eta_0\}$ are minimal cycles.

We also assume that the variation

$$d_F = \sup_{\eta_0 \leq \eta \leq \eta_0 + d} \left| \sqrt{\eta^2 f(\eta)} - \sqrt{\eta_0^2 f(\eta_0)} \right|$$

is small. We denote by $\mu_1 = \sqrt{\eta_0^2 f(\eta_0)}$ the minimal value of $\sqrt{\eta^2 f(\eta)}$ and assume that $d_F \leq \mu_1/2$; we assume $d_F \leq c_3d$ with a fixed $c_3$.  

We fix $\nu_1, \nu_2$, $0 < \nu_1 \leq \eta_0/a \leq \nu_2 < 1$. Clearly, steady-state solutions $u(x)$ are linear when $u(x) \notin D_3^1$ and their graphs are straight line segments. At the same time, when $u(x) \in D_3^1$ by Theorem 4.1 the solutions lie in the rings $A_i = \{\eta_0 \leq |u - P_i| \leq \eta_0 + d\}$.

The set $\sigma^*$ is now the vertical segment $u_1 = 0, |u_2| \leq \eta + d$.

An external minimal cycle $C_0$ is inside the set formed by two horizontal straight lines $|u_2| = \eta_0 + d$ and two semicircles $|u - P_i| = \eta_0 + d, |u_1| \geq a$ (recall that $P_i = (((-1)^i a, 0)$). The set $\tilde{\sigma}$ is obtained by adding to $\sigma^*$ the horizontal segment $\sigma' = \{u_2 = 0, |u_1| \leq a - \eta_0\}$.

Since the function $F$ in the neighborhood of $P_i$ depends only on $\eta = |P_i - u|$, the minimizers $u(x) = Z_b(x)$ in addition to minimality and (1.3) have special properties. We restrict ourselves to the case when $b$ includes powers of different $g_i$, that is $Z_b$ does not coincide with one of two simplest periodic solutions $b = g_1^{\infty}$ and $b = g_2^{\infty}$; the graphs of these simplest solutions coincide with minimal cycles $C_1$ and $C_2$. For nontrivial $b$ graphs of $u(x) = Z_b(x)$ always include straight-line segments (see Fig. 7).

Consider $u(x)$ on the interval $x_1 \leq x \leq x_2$ when it is near $P_i= P_1$ and does not get into the second circle $D_3^2$. On this interval $u(x)$ can be considered as a solution of equation (1.2) with a globally radial potential.

From (3.13), (3.14) we obtain equations in polar coordinates

$$\eta'' - \eta(\phi')^2 = f'(\eta), \quad \eta \phi'' + 2\eta' \phi' = 0$$
The second equation implies Kepler's law

\begin{equation}
\eta^2 \phi' = M_1 = \text{const.}
\end{equation}

Therefore \( \phi' \) does not change sign and \( \phi(x) \) is a monotone function.

Equation (1.3) in polar coordinates takes the form

\begin{equation}
[(\eta')^2 + \eta^2 (\phi')^2] = 2f(\eta).
\end{equation}

Denoting \( \eta^* \) the minimal value of the solution \( \eta(x) \) at \( x = x_0, \eta_* \geq \eta_0 \), we obtain from (6.2) at \( x = x_0, \eta' = 0 \) so \( |\eta^2 \phi'(x_0)| = \sqrt{2f(\eta)\eta^2} \). Putting \( x = x_0 \) in (6.1) we obtain \( \eta^2 \phi'(x) = M_1 = \pm \sqrt{2\eta^2_* f(\eta_*)} \).

We can rewrite \( J(u|_{x_1,x_2}) \) using (1.3) in polar coordinates centered at \( P_i \):

\[ J(u|_{x_1,x_2}) = \int_{x_1}^{x_2} 2F(u(x))dx = \int_{\phi_1}^{\phi_2} 2\frac{f(\eta)}{\phi'} d\phi \]

with \( \phi_2 \geq \phi_1 \). Expressing \( \phi' \) from (6.1) we obtain

\[ J(u|_{x_1,x_2}) = \int_{\phi_1}^{\phi_2} \frac{2\eta^2 f(\eta)}{\sqrt{2\eta^2_* f(\eta_*)}} d\phi. \]

Similarly, we obtain an expression for the length of the \( x \)-interval

\[ L^0 = x_2 - x_1 = \int_{x_1}^{x_2} dx = \int_{\phi_1}^{\phi_2} \frac{1}{\phi'} d\phi. \]

Therefore

\begin{equation}
L^0 = \int_{\phi_1}^{\phi_2} \frac{\eta^2}{\sqrt{2\eta^2_* f(\eta_*)}} d\phi.
\end{equation}

Consider now \( u(x) = Z_b(x) \) on an interval \([x_-, x_+] = [L^+_j, L^+_\ell] \) corresponding to \( h(u|_{L^+_j, L^+_\ell}) = b' \in \pi_1 \). When \( u(x) \) is outside \( A_i \), the straight line \( \sigma^* \) has only one transversal intersection with a straight-line segment of \( u(x) \) during a transition from one ring \( A_i \) into another. When \( u(x) \) is inside \( A_i \), \( \phi \) is monotone and \( u(x) \) intersects \( \sigma' |\alpha| - 1 \) times if the class is \( g^\alpha_i \) between two transitions. Therefore \( h_{\sigma}(u|_{L^+_j, L^+_\ell}) \in \tilde{\pi}_1 \) is irreducible and coincides with \( h(u|_{L^+_j, L^+_\ell}) \in \pi_1 \).

The points of possible intersection of a curve \( Z \) with \( \sigma = \sigma^* \) are located near five points: \( p_1 = (\eta_0 - a, 0), p_2 = (a - \eta_0, 0), p_3 = (0, 0), p_4 = (0, \eta_0), p_5 = (0, -\eta_0) \). More precisely, the distance from these points
to the intersections is not greater than \( c_0d, c_0 = c_0(\nu_1, \nu_2) \). The restriction \((u|_{[L^\pm_i, L^\pm_j]})\) has endpoints in \( \tilde{\sigma} \) in a \( c_0d \)-neighborhood of one of these five points.

Therefore the angles \( \phi_1, \phi_2 \) which correspond to the intersection with \( \tilde{\sigma} \) for fixed \( \eta_0, a, b \) and depend on \( f \) vary in an interval with a width bounded by \( c_1d \) (angles corresponding to points of intersection with \( \sigma' \) do not vary at all). So the variation of the length \( L^0 \) from the same class for different \( f \) given by (6.3) is bounded by \( K_3c_1d + (\phi_2 - \phi_1)K_4(d_F + d) \) where \( K_3 = 2a^2/\mu_1, K_4 = a^2/\mu_1^2 + 2a/\mu_1 \).

Fix \( b \) and consider together with \( u(x) = Z_b \) a curve \( v = v_b \) which has the same type \( b \) and has the same geometric properties as \( u \) (monotonicity of \( \phi \) in every \( A_i \)) but in the case \( d = 0 \). That means that \( v(s) \) is composed of arcs of minimal circles \( C_i \) and of straight lines tangent to both of them. In the integral (6.3) for \( v \) we take \( f(\eta) = \mu \) (recall that for \( Z_b f(\eta) = \mu \) when \( \eta \geq \eta_0 + d \)). The parameterization of \( v \) is obtained as a limit of (1.3) by putting \( |\partial_x v| = \sqrt{2}\mu \).

According to (6.3) the \( x \)-lengths of \( v \) with endpoints \( Q'_\pm \in \tilde{\sigma} \) are the limit of the \( x \)-lengths of pieces \( u = Z_b \) with endpoints \( Q_\pm \) in \( c_0d \) neighborhoods of \( Q'_\pm \in \tilde{\sigma} \) as \( d \to 0, d_F \to 0 \). The curve \( v \) has the same type \( b' \in \pi_1(D', \tilde{\sigma}) \) as the arc of \( v \) between \( Q_- \) and \( Q_+ \) (we assume \( c_0d \leq \epsilon \) and \( \epsilon \) is so small that \( \tilde{\sigma} \) does not intersect \( D_i, i = 0, ..., n \)). The \( x \)-length \( L(v) \) of \( v \) is related with the Euclidean length \( l_E(v) \) of this curve by the formula \( L(v) = l_E(v)/\sqrt{2}\mu \).

For any interval \([x_-, x_+]\) with \( Q_\pm = u(x_\pm) \in \tilde{\sigma} \) and with homotopy type \( b' \) on this interval \([x_-, x_+]\) \( (Q_- \) is near one of the five points \( p_j \) and \( Q_+ \) is

---

**Figure 7:** Curve \( u(x) \)
near another \( p_i \) we take \( v_b \) from the same class \( b \); \( v' \) is an arc of \( v \) from the class \( b' \) which starts near \( p_j \) and ends near \( p_l \). Applying the estimate of variation of \( x \)-lengths we obtain:

\[
\left| L^0(u|_{[x_-,x_+]}) - l_E(v')/\sqrt{2\mu} \right| \leq \deg(b')c_1d + K_4d_F\Delta \phi
\]

where \( \Delta \phi \) is the total variation of the angles \( \phi_i \) in all \( D_i \) along \( u(x) \) on \([-x_-,x_+]\). We have \( \Delta \phi \leq 2\pi\deg b' \) where \( \deg b' \) is the degree of the word \( b' \). Since \( L_\ast > 0 \) we have the estimate \( \deg b' \leq |x_+ - x_-|/L_\ast \). Therefore we obtain the estimate which is uniform in \( b' \):

\[
|L^0(u|_{[x_-,x_+]}) - L^0(v)| \leq K_5(d_F + d)|x_+ - x_-|/L_\ast.
\]

This implies

\[ |L^0(v)/L^0(u|_{[x_-,x_+]}) - 1| \leq K_5(d_F + d)/L_\ast \leq K_6d, \]

when \( d \) is small. Denoting the set of all \( v_b \) by \( \mathcal{N}' \) we find the lower and the upper complexities \( h_*(\mathcal{N}') \), \( h^*(\mathcal{N}') \). Since there is one-to-one correspondence between restrictions of \( Z_b \) and related \( v_b \) using (6.4) we conclude that

\[ \ln N_{\mathcal{N}}((1 + K_6d)L) \geq \ln N_{\mathcal{N}'}(L), \quad \ln N_{\mathcal{N}}((1 - K_6d)L) \leq \ln N_{\mathcal{N}'}(L) \]

for large \( L \) and small \( d \). Therefore for small \( d \)

\[ |h_*(\mathcal{N}')/h_*(\mathcal{N}) - 1| \leq 3K_6d; \quad |h^*(\mathcal{N}')/h^*(\mathcal{N}) - 1| \leq 3K_6d. \]
These differences are small when $d$ is small.

In the next section we will show that $h_*(\mathcal{N}') = h^*(\mathcal{N}')$ and find explicitly its value. We also find asymptotics of number of different periodic solutions from $\mathcal{N}'$ on a given interval $L$ as $L \to \infty$. According to (6.4) this gives estimates of the number of periodic solutions from $\mathcal{N}$ corresponding to $F$ with small $d$ and $d_F$.

**Remark 6.1.** The Bernoulli shift $l \to l + 1$ determines dynamics of words from $\pi_1^\infty$ and we are able to find topological entropy which describes how fast complexity of

$$b_n = \prod_{l=-n}^{n} g_{i_l}^{\kappa_l}, \quad \kappa_l = \pm 1, \quad i_l = 1, 2$$

increases as $n \to \infty$. Since the number of elements equals $4 \times 3^{2N}$, the topological entropy equals $\ln 3$ (this was shown in [1]). In this paper we apply a different approach. We study not only the topological structure of solutions but their spatial structure as well. We consider solutions on a spatial interval $[-L, L]$ and study how fast the complexity grows as $L \to \infty$.

7. Suspended flow for minimizers of a special potential.

In this section we consider curves $v = v_b$ introduced in the previous section. Two minimal cycles have centers at points $O_1, O_2$, $O_1 = (-a, 0), O_2 = (a, 0)$ in $u$-plane with the origin $O = (0, 0)$. The radii $\eta_0$ of the minimal cycles are denoted by $R$. Generators of the fundamental group are still denoted by $g_1, g_2$. Note that since $F(u) = \mu$ in the definition of the Jacobian length of the restriction $\mathcal{J}(v|S)$ of $v(x)$ onto an interval $S = [x_1, x_2]$, we have the relation

$$\mathcal{J}(v|[x_1, x_2]) = \sqrt{2\mu E(v|[x_1, x_2])] = 2\mu|x_2 - x_1|.$$  

We put for simplicity $\mu = 1/2$ and obtain results for $\mu \neq 1/2$ from Section 1 by a simple rescaling.

We consider the problem: how many closed geodesic curves of the considered type have the length (Euclidean) smaller than a number $L$, or between $L - 1$ and $L$? In the course of solving this problem we also solve a simpler problem of estimation of the number of arbitrary curves (maybe not closed).

We need to recall a piece of the ergodic theory. Each closed geodesic corresponds to a irreducible word $g = g_{i_1}^{k_1} \ldots g_{i_n}^{k_n}$ where $k_i \in \mathbb{Z}\{0\}$, $i = 1, \ldots, n$ and $g_i$ is a generator of the fundamental group $\pi_1(D')$ where $D'$ =
In order to describe all admissible words we introduced in [1] the following topological Markov chain. It has 4 states denoted by symbols 1, 2, 3, 4. We identified symbols 1, 2 with generators \( g_1, g_2 \) and symbols 3, 4 with elements \( g_1^{-1}, g_2^{-1} \) correspondingly. We admitted a transition \( i \to j \) if the pair \((i, j)\) does not correspond to the pair \( g_k g_k^{-1} \) or \( g_k^{-1} g_k \), \( k = 1, 2; \ i, j = 1, 2, 3, 4 \). So the matrix of transitions, \( A = (a_{ij})_{i,j=1}^4 \) is defined as follows: \( a_{ij} = 1 \) if there exists a transition \( i \to j \), and \( a_{ij} = 0 \) if not, i.e.,

\[
A = \begin{pmatrix}
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1
\end{pmatrix}.
\]

The elements of \( \pi_1^\infty \) given by (5.1) can be rewritten in new notations as follows. One can denote, as usual, by \( \Omega_4 \) the set of infinite sequences (words)

\[
\omega = (\ldots \omega_{-1} \omega_0 \ldots \omega_k \ldots), \quad \omega_k \in \{1, 2, 3, 4\}
\]

with the following property: \( a_{\omega_k, \omega_{k+1}} = 1 \), \( k \in \mathbb{Z} \) (the last condition is equivalent to the irreducibility of the word). \( \Omega_4 \) is endowed with the metric

\[
\text{dist}(\omega', \omega'') = \sum_{k=-\infty}^{\infty} \frac{1}{2^{|k|}} |\omega'_k - \omega''_k|
\]

and is a compact Cantor-like metric space. The shift map \( \tau : \Omega_4 \to \Omega_4 \) is defined by \( (\tau \omega)_k = \omega_{k+1} \) if \( (\omega)_k = \omega_k \); it is a homeomorphism. The dynamical system \( (\tau^n, \Omega_4) \) is a topological Markov chain (or a subshift of finite type) determined by the matrix of transition \( A \). By using the standard technique of the symbolic dynamics (see, for instance [2]) we showed in [1] that the homotopic complexity \( \kappa(A_N) \) of an attractor \( A_N \) which contains periodic solutions of all homotopic classes \( g \) up to \( \deg g \leq N \) is

\[
\kappa(A_N) = \ln \left( 2N + \frac{1}{2} (3^{N+1} + (-1)^N - 2) \right).
\]

(Homotopic complexity is the log of the number of all words corresponding to closed curves \( u(x) \) belonging to \( A_N \).)

Now we are going to answer the different question: How many homotopy different closed solutions have \( x \)-period \( \leq L \)? This problem is much more difficult; we consider the limit case with \( d = 0 \) of the situation considered
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in the previous section and we give here only asymptotics for a large $L$. According to the results of the previous section this gives estimates of $h_*$ and $h^*$ for solutions with $d > 0$. (Recall that we consider solutions which satisfy (1.3) which gives the relation between the curve and its $x$-parametrization).

In other words we consider here a distribution of homotopically different closed curves $v_b$ along their length axis (but not along the "complexity axis" as in [1]).

The geodesic lines $v_b$ can be situated only along the following lines (see Fig. 9): Circles of radius $R$ centered at points $O_1O_2$, the interval $A_1B_2$ or $B_1A_2$ and the intervals $D_1D_2$ and $C_1C_2$ which are tangent to the circles.

For example the closed geodesic of minimal length which represents the word $g_1g_2^{-1}$ can be represented as $OC_1A_1D_1O + OD_2B_2A_2C_2O$ or $A_1B_1 + B_1D_1OD_2B_2 + B_2A_2 + A_2C_2OC_1A_1$ and the word $g_1g_2$ is represented as $A_1B_1 + B_1A_2 + A_2B_2 + B_2A_1$.

We give below an algorithm of the representation of a general closed geodesic as a union of standard pieces of lines.

Let $g = a_1a_2\ldots a_n$ be an irreducible word, $a_k = g_{i,k}^{\pm 1}$, $k = 1, 2, \ldots, n$. Define the "adjusted" point $M_k$ as follows: $M_k := A_1$ if $a_k = g_1$, $M_k := B_1$ if $a_k = g_1^{-1}$, $M_k := A_2$ if $a_k = g_2$, $M_k := B_2$ if $a_k = g_2^{-1}$. Define now the "lines of increment" $M_kM_{k+1}$, $k = 1, \ldots, n - 1$ and $M_nM_1$ as shown in Table 1 (see Fig. 9).
So, the length of the increment can take only three values: either $2\pi R$, or $\pi R + 2a$, or $\pi R + 2\sqrt{a^2 - R^2} + 2R \arcsin \frac{R}{a}$ where $a := |A_1B_2|/2$, $R \arcsin \frac{R}{a} = |D_2B_2|$. Let $w := 2\pi R$, $y := \pi R + 2a$, $z := \pi R + 2\sqrt{a^2 - R^2} + 2R \arcsin \frac{R}{a}$.

Therefore the lengths of the increments can be represented in the form of the following table.

<table>
<thead>
<tr>
<th>$a_k, a_{k+1}$</th>
<th>$\tilde{M}<em>k M</em>{k+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1, g_1$</td>
<td>$A_1B_1 + B_1D_1C_1A_1$</td>
</tr>
<tr>
<td>$g_1, g_2$</td>
<td>$A_1B_1 + B_1A_2$</td>
</tr>
<tr>
<td>$g_1, g_2^{-1}$</td>
<td>$A_1B_1 + B_1D_1 + D_1OD_2 + D_2B_2$</td>
</tr>
<tr>
<td>$g_1^{-1}, g_1^{-1}$</td>
<td>$B_1A_1 + A_1C_1D_1B_1$</td>
</tr>
<tr>
<td>$g_1^{-1}, g_2^{-1}$</td>
<td>$B_1A_1 + A_1B_2$</td>
</tr>
<tr>
<td>$g_1^{-1}, g_2$</td>
<td>$B_1A_1 + A_1C_1 + C_1OC_2 + C_2A_2$</td>
</tr>
<tr>
<td>$g_2, g_2$</td>
<td>$A_2B_2 + B_2D_2C_2A_2$</td>
</tr>
<tr>
<td>$g_2, g_1$</td>
<td>$A_2B_2 + B_2A_1$</td>
</tr>
<tr>
<td>$g_2, g_1^{-1}$</td>
<td>$A_2B_2 + B_2D_2 + D_2OD_1 + D_1B_1$</td>
</tr>
<tr>
<td>$g_2^{-1}, g_2^{-1}$</td>
<td>$B_2A_2 + A_2C_2D_2B_2$</td>
</tr>
<tr>
<td>$g_2^{-1}, g_1^{-1}$</td>
<td>$B_2A_2 + A_2B_1$</td>
</tr>
<tr>
<td>$g_2^{-1}, g_1$</td>
<td>$B_2A_2 + A_2C_2 + C_2OC_1 + C_1A_1$</td>
</tr>
</tbody>
</table>
Let us recall that the symbols 1,2,3,4 correspond to the elements $g_1, g_2, g_1^{-1}, g_2^{-1}$ respectively.

Thus, the length of the considered geodesic of the homotopic type $[\omega_1, \ldots, \omega_k]$ is the sum of the length of the corresponding increments. It allows us to determine this length as the period of a periodic orbit of a suspended flow going through the point $\omega = \ldots [\omega_1 \ldots \omega_k] [\omega_1 \ldots \omega_k] \ldots$.

Recall the definition of the suspended flow of the symbolic dynamical system $(\tau, \Omega)$ where $\tau : \Omega \to \Omega$ is the shift map of a set of symbolic sequences. Let $\psi : \Omega \to \mathbb{R}$ be strictly positive. We define the suspension space (related to $\psi$) as

$$\sum_\psi = \{ (\omega, t) : \omega \in \Omega, 0 \leq t \leq \psi(\omega) \}$$

with the identification $((\omega, \psi(\omega)) = (\tau_\omega, 0)$. The suspension flow $\tau_\psi$ (relative to $\psi$) is defined as the “vertical” flow on $\sum_\psi$ given by $\tau_{\psi, t}(\omega, t) = (\omega, t + t')$ for $0 \leq t, t + t' \leq \psi(\omega)$. In our case the function $\psi$ is a constant on each cylinder $[\omega_0 \omega_1]$. For example (see Table 2) $\psi(\ldots \omega_{-1} 1 2 \omega_2 \omega_3 \ldots) = y$ independent of $\omega_{-k}, k \geq 1$ and $\omega_j, j \geq 2$. In order to simplify the situation, we reduce this case to that when $\psi$ depends only on the coordinate $\omega_0$, i.e., $\psi(\omega) = \psi(\omega_0)$. For that, introduce the new topological Markov chain $(\tau, \Omega_{12})$ with the 12 states which are the admissible pairs $(i, j)$ in the left columns of Table 2. The transition $(m, n) \to (p, q)$ exists iff $n = p$. (This procedure is well-known in the symbolic dynamics see, for instance [2].) The corresponding $12 \times 12$ matrix of transitions, say $B$, has now the following...
The last column shows the values of the function \( \psi(i, j) \) for the corresponding pair \((i, j)\). The pairs \((i, j)\) is ordered here in the same way as in the first column of Table 2 (from above, for example the 11th row corresponds to the pair \((4, 3)\)). It is well-known that the topological Markov chains \((\tau, \Omega_4)\) and \((\tau, \Omega_{12})\) are topologically conjugate (in particular, they have the same number of periodic points of each period). We define the suspension space relative to \( \psi \)

\[
\sum_{\psi}^{12} = \{(\omega, t); \omega \in \Omega_{12}, 0 \leq t \leq \psi(\omega)\}
\]

and the corresponding suspension flow. The function \( \psi \) depends only on \( \omega_0 : \psi(\omega) = \psi(\omega_0) := \psi_{\omega_0} \) and takes only the values \( w, y, z \). We use the results of [24] to find the topological entropy of the suspension flow. It was proved in [24] that if there exists an integer \( s \) such that \( B^s \) consists of strictly positive elements (in our case this condition is satisfied) then there exists a unique unit vector \( e = \{e_i\} \) with positive components and a number \( \lambda > 0 \) for which

\[
\sum_{j=1}^{12} b_{ij} e_j = \lambda^{\psi_i} e_i, \quad i = 1, \ldots, 12.
\]

In our case we can explicitly find this vector and this number.

**Lemma 7.1.** If \( \lambda \) is the unique root of the equation

\[
\left(\frac{1}{\lambda}\right)^w + \left(\frac{1}{\lambda}\right)^y + \left(\frac{1}{\lambda}\right)^z = 1
\]
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and \( e \) is the vector with the following components

\[
(7.3) \quad e_1 = e_4 = e_7 = e_{10} = \frac{\lambda^{y+z}}{2\sqrt{\lambda^2(y+z) + \lambda^2(w+y) + \lambda^2(w+z)}},
\]

\[
(7.4) \quad e_2 = e_5 = e_9 = e_{11} = \frac{\lambda^{w+z}}{2\sqrt{\lambda^2(y+z) + \lambda^2(w+y) + \lambda^2(w+z)}},
\]

\[
(7.5) \quad e_3 = e_6 = e_8 = e_{12} = \frac{\lambda^{w+y}}{2\sqrt{\lambda^2(y+z) + \lambda^2(w+y) + \lambda^2(w+z)}},
\]

then the equalities (7.1) are satisfied.

Proof. In our case the conditions (7.1) can be rewritten as

\[
\begin{align*}
e_1 + e_2 + e_3 &= \lambda^w e_1, & e_4 + e_5 + e_6 &= \lambda^y e_2, \\
e_{10} + e_{11} + e_{12} &= \lambda^z e_3, & e_4 + e_5 + e_6 &= \lambda^w e_4, \\
e_1 + e_2 + e_3 &= \lambda^y e_5, & e_7 + e_8 + e_9 &= \lambda^z e_6, \\
e_7 + e_8 + e_9 &= \lambda^w e_7, & e_4 + e_5 + e_6 &= \lambda^z e_8, \\
e_{10} + e_{11} + e_{12} &= \lambda^y e_9, & e_{10} + e_{11} + e_{12} &= \lambda^w e_{10}, \\
e_7 + e_8 + e_9 &= \lambda^y e_{11}, & e_1 + e_2 + e_3 &= \lambda^z e_{12}.
\end{align*}
\]

The direct substitution of the expressions (7.5) into these equations shows their validity provided the equation (7.2) is taken into account. \[\square\]

It was shown in [24] that a measure of maximal entropy of the suspension flow is obtained from the stationary Markov measure \( \bar{m} \) in \( \Omega_{12} \) for which the probability of the state \( i \) is \( e_i \) and the transition probabilities \( p_{ij} \) are \( p_{ij} = \frac{b_{ij} e_i}{\lambda^{y_i} e_i} \). It is simple to show that \( p_{ij} \) has one of the values 0, \( \lambda^{-w} \), \( \lambda^{-y} \) or \( \lambda^{-z} \). More precisely,

\[
\begin{align*}
\lambda^{-w} &= p_{1,1} = p_{2,4} = p_{3,10} = p_{4,4} = p_{5,1} = p_{6,7} = p_{7,7} = p_{8,4} \\
&= p_{9,10} = p_{10,10} = p_{11,7} = p_{12,1} \\
\lambda^{-y} &= p_{1,2} = p_{2,5} = p_{3,11} = p_{4,5} = p_{5,2} = p_{6,9} = p_{7,9} = p_{8,5} \\
&= p_{9,11} = p_{10,11} = p_{11,9} = p_{12,2} \\
\lambda^{-z} &= \text{nonzero others}.
\end{align*}
\]

Lemma 7.2. The topological entropy \( h_0 \) of the suspension flow is \( \ln \lambda \) where \( \lambda \) is the unique root of the equation (7.2).
Proof. The topological entropy coincides with the measure-theoretic (Kolmogorov-Sinai) entropy relative to the measure with maximal entropy for the suspension flow. In fact, it follows from [24] that it equals \( \ln \lambda \). But we explain it in the following way. Thanks to the Abramov formula (see, for instance [25]) it is equal to

\[
(7.7) \quad h_0 = \frac{h_{KS}(\tau, \bar{m})}{\int \psi d\bar{m}}
\]

where \( h_{KS}(\tau, \bar{m}) \) is the KS entropy of the shift \( \tau \) relative to the measure \( \bar{m} \).

Let us calculate the integral first. Since \( \psi \) is a constant on each cylinder then

\[
(7.8) \quad \int \psi d\bar{m} = \sum_{i=1}^{12} \psi_i e_i
\]

\[
= \frac{2}{\sqrt{3} \sqrt{\lambda^2(y+z) + \lambda^2(w+y) + \lambda^2(w+z)}} (w\lambda^{y+z} + y\lambda^{w+z} + z\lambda^{w+y}).
\]

Now the entropy of a Markov measure is given by

\[
h_{KS}(\tau, \bar{m}) = -\sum_{i,j=1}^{12} e_i p_{ij} \log p_{ij}
\]

(see for instance [2]). By using equalities (7.6) we obtain

\[
(7.9) \quad h_{KS}(\tau, \bar{m}) = -\lambda^{-w} \ln \lambda^{-w} \sum_{i=1}^{12} e_i - \lambda^{-y} \ln \lambda^{-y} \sum_{i=1}^{12} e_i - \lambda^{-z} \ln \lambda^{-z} \sum_{i=1}^{12} e_i
\]

\[
= \ln \lambda(w\lambda^{-w} + y\lambda^{-y} + z\lambda^{-z}) \frac{2}{\sqrt{3} \sqrt{\lambda^2(y+z) + \lambda^2(w+y) + \lambda^2(w+z)}} (\lambda^{y+z} + \lambda^{w+z} + \lambda^{w+y}).
\]

Therefore,

\[
\frac{h_{KS}(\tau, \bar{m})}{\int \psi d\bar{m}} = \frac{\ln \lambda(\lambda^{y+z} + \lambda^{w+z} + \lambda^{w+y})(w\lambda^{-w} + y\lambda^{-y} + z\lambda^{-z})}{(w\lambda^{y+z} + y\lambda^{w+z} + z\lambda^{w+y})}.
\]

Dividing the numerator and the denominator by \( \lambda^{w+y+z} \) we obtain the expression

\[
\ln \lambda(\lambda^{-w} + \lambda^{-y} + \lambda^{-z})
\]

which is equal to \( \ln \lambda \), thanks to (7.2).
Corollary 7.1. \( h_*(N') = h^*(N') = \ln \lambda. \)

Comparing with Proposition 6.1 where \( n = 2 \) and using (7.2) we can find the average length \( L_{av} \) of the homotopy element of solutions from \( N' \) as the solution of

\[
3^{-w/L_{av}} + 3^{-y/L_{av}} + 3^{-z/L_{av}} = 1.
\]

Let us recall the following results of [25] (in these results \( L \to \infty \)).

(i) The number \( N(L) \) of periodic orbits of the suspension flow with periods smaller than \( L \) satisfies the asymptotic relation

\[
N(L) \sim \frac{e^{h_0L}}{h_0L}
\]

where \( h_0 \) is the topological entropy of the suspension flow ([25], p. 109).

(ii) The number \( M(L) \) of periodic orbits of the suspension flow with periods from \( L \) to \( L + 1 \) is asymptotically distributed as the probability density

\[
\frac{h_0e^{h_0L}}{e^{h_0} - 1}.
\]

These results hold under so called weak-mixing conditions. These conditions are satisfied if the function \( \psi(\omega) \) defined above and a constant are not cohomologous to each other. Let us recall that two functions \( \psi, g \) are said to be cohomologous (\( \psi \sim g \)) if there exists a continuous function \( G \) such that

\[
\psi = g + G \circ \tau - G.
\]

If \( g := c \) is a constant then the equality is rewritten as

\[
(7.11) \quad \psi(\omega) = G(\tau(\omega)) - G(\omega) + c, \quad \omega \in \Omega_{12}.
\]

Lemma 7.3. The function \( \psi(\omega) \) is cohomologous to a constant if and only if \( w = y = z \).

Proof. Assume that \( \psi(\omega) \) is cohomologous to a constant \( c \), i.e., (7.11) is satisfied. The point \( \omega_0 := (\ldots 252525 \ldots) \) is 2-periodic (see matrix \( B \)). Therefore, \( \psi(\omega_0) = G(\tau\omega_0) - G(\omega_0) + c; \tau^2\omega_0 = \omega_0 \), i.e., \( \psi(\tau\omega_0) = G(\omega_0) - G(\tau\omega_0) + c \). Therefore, \( \psi(\omega_0) + \psi(\tau\omega_0) = 2c \). But \( \psi(\omega_0) = y = \psi(\tau\omega_0) \). So \( c = y \). The point \( \omega_1 := (\ldots 1,3,12,1,3,12,\ldots) \) is 3-periodic \( \psi(\omega_1) = w \), \( \psi(\tau\omega_1) = z = \psi(\tau^2\omega_1) \). So, \( \psi(\omega_1) + \psi(\tau\omega_1) + \psi(\tau^2\omega_1) = w + 2z = 3c, \)
The point \( \omega_2 = (\ldots 1, 2, 5, 1, 2, 5, \ldots) \) is 3-periodic and 
\[
\psi(\omega_2) = w, \quad \psi(\tau \omega_2) = y = \psi(\tau^2 \omega_2).
\]
Thus, \( w + 2y = 3c, \quad c = \frac{w+2y}{3} \). The equalities 
\[
c = y = \frac{w+2x}{3} = \frac{w+2y}{3}
\]
imply \( w = y = z \). 

By definition, \( w, y \) and \( z \) cannot be equal to the same quantity, thus 
the suspended flow possesses the weak-mixing property for every considered 
value of \( w, y \) and \( z \). Obviously, the length of periodic curves \( v_b \) and 
the periods of the corresponding periodic orbits in the suspended flow coincide. 
Therefore, results of [25], and Lemmas above imply the following main 
statement of this section.

**Theorem 7.1.** The lengths of periodic curves \( v_b \) are distributed in the following way:

(i) the number of these curves with the length smaller than \( L \), which we 
denote by \( \widetilde{N}(L) \), satisfies

\[
\widetilde{N}(L) \sim \lambda^L.
\]

(ii) The number of these curves with lengths from \( L \) to \( L+1 \), which we 
denote by \( \tilde{M}(L) \), is asymptotically distributed as

\[
(7.12) \quad \frac{\lambda^L \cdot \ln \lambda}{\lambda - 1}
\]

where \( \lambda \) is a unique root of the equation (7.2): 
\[
\lambda^{-w} + \lambda^{-y} + \lambda^{-z} = 1
\]

and \( w = 2\pi R, \quad y = \pi R + 2a, \quad z = \pi R + 2\sqrt{a^2 - R^2} + 2R \arcsin \frac{R}{a} \) are 
the parameters of the problem.

Let us consider different two limit cases.

**Remark 7.1.** Let \( R \) go to 0. It is natural to assume that \( \widetilde{N}(L) \) has to 
increase since rotations around circles of radius \( R \) almost do not influence 
the energy. It is really so. As \( R \to 0 \) then \( w \simeq 2\pi R, \quad y \simeq 2a \simeq z \) and we 
can derive that \( R \simeq \frac{1}{\pi \lambda^{2a} \ln \lambda} \) or \( (\frac{1}{\pi R})^{1/(2a+1)} < \lambda < (\frac{1}{\pi R})^{1/(2a)} \), \( R \to 0 \), i.e., 
\( \widetilde{N}(L) \) grows "polynomially," not faster than \( R^{-L/(2a+1)} \) and not slower than 
\( R^{-L/(2a+1)} \). The expression (7.12) behaves asymptotically as 
\( -R^{-\frac{L-1}{2a}} \ln R \) or \( -R^{-\frac{L-1}{2a+1}} \ln R \).
Remark 7.2. If \( a \to \infty \) then quantities \( \widetilde{N}(L) \) and \( \widetilde{M}(L) \) have to, of course, decrease. In this case \( u = 2\pi R, y \simeq 2a + \pi R \simeq z, a \to \infty \). Asymptotically for the solution of (7.2) we have

\[
\lambda = 1 + \gamma, \quad \gamma \simeq \frac{1}{2a} \ln \frac{a}{\pi R}.
\]
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