Displacement convexity of generalized relative entropies. II
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We introduce a class of generalized relative entropies (inspired by the Bregman divergence in information theory) on the Wasserstein space over a weighted Riemannian or Finsler manifold. We prove that the convexity of all the entropies in this class is equivalent to the combination of the non-negative weighted Ricci curvature and the convexity of another weight function used in the definition of the generalized relative entropies. This convexity condition corresponds to Lott and Villani’s version of the curvature-dimension condition. As applications, we obtain appropriate variants of the Talagrand, HWI and logarithmic Sobolev inequalities, as well as the concentration of measures. We also investigate the gradient flow of our generalized relative entropy.
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1. Introduction

This is a continuation of our work [51] on the displacement convexity of generalized entropies and its applications. We consider more general entropies than [51] and generalize most results in appropriate ways. Some of our observation shall shed new light on [51].

It has been known since the celebrated work of McCann [38] that the convexity of an energy (entropy) functional along geodesics in the Wasserstein space plays a vital role in the study of the existence and the uniqueness of a ground state (a minimizer of the energy). Here the (quadratic) Wasserstein space over a complete separable metric space $(X, d)$ is the space $P^2(X)$ of Borel probability measures on $X$ having finite second moments, endowed with the Wasserstein distance function $W_2$ derived from the Monge–Kantorovich mass transport problem (see Section 2.2). We say that a functional $S$ on $P^2(X)$ is displacement $K$-convex for $K \in \mathbb{R}$ (Hess $S \geq K$ for short) if any pair $\mu_0, \mu_1 \in P^2(X)$ can be joined by a minimal geodesic $(\mu_t)_{t \in [0, 1]}$ in $(P^2(X), W_2)$ such that

$$S(\mu_t) \leq (1-t)S(\mu_0) + tS(\mu_1) - \frac{K}{2} (1-t)tW_2(\mu_0, \mu_1)^2$$

holds for all $t \in [0, 1]$. As usual, the displacement 0-convexity may be simply called the displacement convexity. The word “displacement” is inserted for avoiding a possible confusion with the convexity along the linear interpolation $S((1-t)\mu_0 + t\mu_1) \leq (1-t)S(\mu_0) + tS(\mu_1)$. Since we deal with only the displacement convexity, we may sometimes omit “displacement.”

As any geodesic in the Wasserstein space is written as the transport along geodesics in the underlying metric space, the displacement convexity of an energy functional can be derived from the convexity of its generating function. For instance, let $S_u^\Psi$ be the free energy functional on $P^2(\mathbb{R}^n)$ consisting of the internal energy and the potential energy as

$$S_u^\Psi(\mu) := \int_{\mathbb{R}^n} u \left( \frac{d\mu}{d\mathcal{L}^n} \right) d\mathcal{L}^n + \int_{\mathbb{R}^n} \Psi d\mu$$
for absolutely continuous probability measures $\mu$ on $\mathbb{R}^n$ with respect to the Lebesgue measure $\mathcal{L}^n$, where the energy density $u$ is a function on $\mathbb{R}$ and the potential $\Psi$ is a function on $\mathbb{R}^n$. Then $S_u^\Psi$ is strictly displacement convex if $u$ is convex (and satisfies certain additional conditions to be precise, see Definition 3.1) and $\Psi$ is strictly convex, and the unique ground state $\nu := \sigma \mathcal{L}^n$ satisfies $u'(\sigma) = -\Psi + \lambda$ with a normalizing constant $\lambda$. We mention that the uniqueness is measured at the level of the energy functional, that is, we have $S_u^\Psi(\mu) - S_u^\Psi(\nu) \geq 0$ and equality holds if and only if $\mu = \nu$. Moreover, the displacement convexity of the free energy $S_u^\Psi$ is a crucial tool also in the investigation of the asymptotic behavior of the solution to the associated evolution equation

$$\frac{\partial \rho}{\partial t} = \text{div}(\rho \nabla [u'(\rho)] + \rho \nabla \Psi)$$

by regarding it as the gradient flow of $S_u^\Psi$ in the Wasserstein space (see [5, 14, 15, 30] among others). In particular, the heat flow is regarded as the gradient flow of the relative entropy (with respect to the Lebesgue measure)

$$\text{Ent}_{\mathcal{L}^n}(\mu) := \int_{\mathbb{R}^n} \frac{d\mu}{d\mathcal{L}^n} \ln \left( \frac{d\mu}{d\mathcal{L}^n} \right) d\mathcal{L}^n,$$

which is also called the Kullback–Leibler divergence in information theory.

On curved spaces such as Riemannian manifolds, the displacement convexity of energy functionals is related to the curvature of the underlying space, that is a crucial difference from the convexity along linear interpolations $(1 - t)\mu_0 + t\mu_1$. On a Riemannian manifold equipped with the Riemannian volume measure $\text{vol}_g$, the relative entropy is similarly defined by

$$\text{Ent}_{\text{vol}_g}(\mu) := \int_M \frac{d\mu}{d\text{vol}_g} \ln \left( \frac{d\mu}{d\text{vol}_g} \right) d\text{vol}_g.$$ 

It has been shown by von Renesse and Sturm [58] (inspired by [20, 53]) that for any $K \in \mathbb{R}$ the following are mutually equivalent:

- The relative entropy $\text{Ent}_{\text{vol}_g}$ is $K$-convex on $(\mathcal{P}^2(M), W_2)$.
- The Ricci curvature is bounded from below by $K$ in the sense that $\text{Ric}_g(\mathbf{v}, \mathbf{v}) \geq K(\mathbf{v}, \mathbf{v})$ for all $\mathbf{v} \in TM$.
- The heat flow is $K$-contractive, i.e., $W_2(\mu_t, \bar{\mu}_t) \leq e^{-Kt}W_2(\mu_0, \bar{\mu}_0)$ holds for all $t \geq 0$ and for any weak solutions $(\rho_t)_{t \geq 0}$, $(\tilde{\rho}_t)_{t \geq 0}$ to the heat equation $\partial \rho / \partial t = \Delta \rho$ such that $\mu_t := \rho_t \text{vol}_g$, $\tilde{\mu}_t := \tilde{\rho}_t \text{vol}_g \in \mathcal{P}^2(M)$. 

See also [5, 7, 44, 59] and [69, Chapter 23] for the connection between the $K$-convexity of the functional and the $K$-contraction property of its gradient flow.

The displacement $K$-convexity of $\operatorname{Ent}_{\operatorname{vol}}$ ($\operatorname{Hess} \operatorname{Ent}_{\operatorname{vol}} \geq K$) is called the curvature-dimension condition $\text{CD}(K, \infty)$ after Bakry and Émery’s pioneering work [9]. One remarkable point of $\text{CD}(K, \infty)$ is that it can be formulated on general metric measure spaces without any differentiable (manifold) structure. Such metric measure spaces with Ricci curvature bounded below are independently investigated by Sturm [62] and Lott and Villani [35], and known to enjoy several properties common to Riemannian manifolds of $\operatorname{Ric} \geq K$. For example, as was indicated by Otto and Villani [53], $\text{CD}(K, \infty)$ with $K > 0$ implies various functional inequalities such as the Talagrand inequality, the HWI inequality, the logarithmic Sobolev inequality and the global Poincaré inequality [35, Section 6].

The curvature-dimension condition $\text{CD}(K, \infty)$ is generalized to $\text{CD}(K, N)$ for each $K \in \mathbb{R}$ and $N \in (1, \infty]$. On an $n$-dimensional complete connected Riemannian manifold $(M, g)$ of $n \geq 2$ equipped with a weighted measure $\omega = e^{-f} \operatorname{vol}_g$ with $f \in C^\infty(M)$, the condition $\text{CD}(K, N)$ is known to be equivalent to the lower bound of the $N$-Ricci curvature $\operatorname{Ric}_N(v, v) \geq K \langle v, v \rangle$ ([34, 35, 61, 63], see Definition 2.1 for the definition of $\operatorname{Ric}_N$). In particular, an unweighted Riemannian manifold $(M, \operatorname{vol}_g)$ satisfies $\text{CD}(K, N)$ if and only if its Ricci curvature is bounded below by $K$ and its dimension is bounded above by $N$. We remark that Sturm’s and Lott and Villani’s definitions of the curvature-dimension condition are slightly different, though they are equivalent on non-branching spaces such as Riemannian or Finsler manifolds. In both cases it is a certain convexity condition of a class of entropies, and Lott and Villani’s class is larger than Sturm’s one.

On non-branching metric measure spaces, the condition $\text{CD}(0, N)$ for $N \in [n, \infty)$ is equivalent to the displacement convexity of the Rényi entropy

$$S_N(\mu) := -\int_M \left(\frac{d\mu}{d\omega}\right)^{(N-1)/N} d\omega.$$ 

For $K \neq 0$, however, $\text{CD}(K, N)$ is not simply the displacement $K$-convexity of $S_N$. In fact, it was shown in [61] (see also [51, Theorem 4.1, Remark 4.3(2)] and [8]) that, on a weighted Riemannian manifold $(M, \omega)$, $\operatorname{Hess} S_N \geq K$ can hold only for $K \leq 0$ and is equivalent to $\operatorname{Ric}_N \geq 0$ regardless of the value of $K \leq 0$. It was also observed in [61, Theorem 1.7] for unweighted Riemannian manifolds that there are some functionals whose displacement $K$-convexity
characterizes the combination of $\text{Ric} \geq K$ and $\text{dim} \leq N$, whereas it is unclear if there are any applications of these entropies.

In our previous work [51], we introduced the $m$-relative entropy $H_m$ for the parameter $m \in [(n - 1)/n, 1) \cup (1, \infty)$ inspired by the Bregman divergence in information theory/geometry (see [3, 4]) as well as the Tsallis entropy in statistical mechanics (see [66, 67]). We fix a reference measure $\nu = \exp_m(-\Psi)\omega$ on a weighted Riemannian manifold $(M, \omega)$ involving the $m$-exponential function

$$\exp_m(t) := \max\{1 + (m - 1)t, 0\}^{1/(m-1)},$$

then the $m$-relative entropy of an absolutely continuous measure $\mu \in \mathcal{P}^2(M)$ with respect to $\nu$ is given by (up to an additive constant)

$$H_m(\mu) := \frac{1}{m(m-1)} \int_M \left\{ \left( \frac{d\mu}{d\omega} \right)^m - m \frac{d\mu}{d\omega} \left( \frac{d\nu}{d\omega} \right)^{m-1} \right\} d\omega.$$

This includes the relative and Rényi entropies as special cases in the sense that $\lim_{m \to 1} H_m(\mu) = \text{Ent}_\nu(\mu) - 1$ and that $H_m(\mu) = N\{m^{-1}S_N(\mu) + 1\}$ with $N = 1/(1-m)$ if $\Psi \equiv 0$ (i.e., $\nu = \omega$).

Then the displacement $K$-convexity of $H_m$ is equivalent to the combination of $\text{Ric}_N \geq 0$ (of $(M, \omega)$) and $\text{Hess} \Psi \geq K$ [51, Theorem 4.1]. We stress that $N$ becomes negative for $m > 1$, then $\text{Ric}_N$ is defined in the same form as the case of $N \in (n, \infty)$ (see Definition 2.1). Similarly to $\text{CD}(K, \infty)$, we can derive from $\text{Hess} H_m \geq K > 0$ the associated functional inequalities (see also [1, 19, 64] for related works) and the concentration of measures (in terms of $\exp_m$). Furthermore, the gradient flow of $H_m$ produces weak solutions to the fast diffusion equation ($m < 1$) or the porous medium equation ($m > 1$) with drift of the form

$$\frac{\partial \rho}{\partial t} = \text{div}_\omega \left( \frac{1}{m} \nabla(\rho^m) + \rho \nabla \Psi \right),$$

where $\text{div}_\omega$ is the divergence of $(M, \omega)$ (see also [52], [69, Theorem 23.19]). We remark that Sturm [61] studied a more general class of entropies on unweighted Riemannian manifolds, where $\text{Ric}_N = \text{Ric}$ for all $N$. Compared to it, [51] gave a detailed investigation of a concrete class of entropies, on more general weighted Riemannian manifolds (by choosing appropriate parameters $N$).

In this paper, we introduce the more general class of entropies, called the $\varphi$-relative entropies $H_\varphi$, again inspired by information theory/geometry.
Here \( \phi : (0, \infty) \to (0, \infty) \) is a non-decreasing, positive, continuous function. Roughly speaking, our new class corresponds to Lott and Villani’s class of entropies in their definition of the curvature-dimension condition, while the \( m \)-relative entropies in [51] correspond to Sturm’s class. The definition of \( H_{\phi} \) (see Definition 5.3 for details) involves \( \nu = \exp_{\phi}(-\Psi) \) with the \( \phi \)-exponential function \( \exp_{\phi} \) which is the inverse function of the \( \phi \)-logarithmic function \( \ln_{\phi}(t) := \int_1^t \phi(s)^{-1} ds \). We recover \( \exp_m \) and \( H_m \) from \( \phi(s) = s^{2^{-m}} \).

Our first main theorem (Theorem 5.7) asserts that \( \text{Hess } H_m \geq K \) is equivalent to \( \text{Hess } H_{\phi} \geq K \) for all \( \phi \)'s in a certain class. This actually corresponds to the equivalence between Sturm’s and Lott and Villani’s curvature-dimension conditions on weighted Riemannian manifolds. This reveals that \( H_m \) is an extremal element among \( H_{\phi} \)'s in the appropriate class, see [65] for a related work. Similarly to \( H_m \), we can derive from \( \text{Hess } H_{\phi} \geq K > 0 \) the variants of the Talagrand, HWI, logarithmic Sobolev, and global Poincaré inequalities (Theorem 6.3) as well as the concentration of measures in terms of \( \exp_m \) for some \( m = m(\phi) \) (Theorem 7.9). Moreover, the gradient flow of \( H_{\phi} \) in \( (P^2(M), W_2) \) produces weak solutions to the \( \phi \)-heat equation (Theorems 8.7, 9.7)

\[
\frac{\partial \rho}{\partial t} = \text{div}_\omega \left( \frac{\rho \nabla \rho}{\phi(\rho)} + \rho \nabla \Psi \right).
\]

The article is organized as follows: We first review the basic notions of weighted Riemannian geometry, Wasserstein geometry and information geometry in Section 2. Then, after preparing necessary notions in Sections 3 and 4, we define \( H_{\phi} \) and study its displacement convexity in Section 5. Section 6 is devoted to the functional inequalities and Section 7 is concerned with the concentration of measures. The gradient flow of \( H_{\phi} \) is studied in Sections 8 and 9 in the compact and non-compact cases, respectively. We extend most results to Finsler manifolds in Section 10. Finally in Appendix, we compare our concentration of measures derived from the generalized Talagrand inequality with the Herbst-type argument deriving the concentration from the \( u_{\phi} \)-entropy inequality, which is a generalization of the logarithmic Sobolev inequality different from ours.

2. Preliminaries

2.1. Weighted Riemannian manifolds

Throughout the article except Section 10, \( (M, g) \) will be an \( n \)-dimensional complete connected Riemannian manifold without boundary. As we are
interested in the role of the curvature, we will always assume \( n \geq 2 \). Denote by \( d_g \) and \( \text{vol}_g \) the Riemannian distance function and the Riemannian volume measure of \((M, g)\). We fix an arbitrary measure 
\[
\omega = e^{-f} \text{vol}_g, \quad f \in C^\infty(M),
\]
as our base measure. To control the behavior of \( \omega \), we modify the Ricci curvature \( \text{Ric}_g \) of \((M, g)\) as follows.

**Definition 2.1 (Weighted Ricci curvature).** For \( N \in (-\infty, 0) \cup [n, \infty] \), we define the \( N \)-Ricci curvature tensor of \((M, \omega)\) by
\[
\text{Ric}_N := \begin{cases} 
\text{Ric}_g + \text{Hess}_g f & \text{if } N = \infty, \\
\text{Ric}_g + \text{Hess}_g f - \frac{Df \otimes Df}{N-n} & \text{if } N \in (-\infty, 0) \cup (n, \infty), \\
\text{Ric}_g + \text{Hess}_g f - \infty \cdot (Df \otimes Df) & \text{if } N = n,
\end{cases}
\]
where by convention \( \infty \cdot 0 = 0 \).

We set \( \text{Ric}_N(v) := \text{Ric}_N(v, v) \) and will say that \( \text{Ric}_N \geq K \) holds for some \( K \in \mathbb{R} \) if \( \text{Ric}_N(v) \geq K \langle v, v \rangle \) for every \( v \in TM \).

**Remark 2.2.** The tensor \( \text{Ric}_N \) was usually considered only for \( N \in [n, \infty] \), and then the monotonicity \( \text{Ric}_N(v) \leq \text{Ric}_{N'}(v) \) for \( N < N' \) clearly holds. Note that \( \text{Ric}_\infty \) is the famous Bakry–Émery tensor and \( \text{Ric}_N \) for \( N \in (n, \infty) \) was introduced by Qian (see [9, 33, 56] as well). Extending the range of \( N \) to \((-\infty, 0) \cup [n, \infty] \) violates the above monotonicity in \( N \), however, observe that \( \text{Ric}_N \) is non-decreasing in the parameter
\[
m := 1 - \frac{1}{N} \in \left( 1 - \frac{1}{n}, \infty \right), \quad \text{where } m := 1 \text{ if } N = \infty.
\]
This observation will be helpful for understanding the validity of Theorem 5.7 below.

Note that, if \((M, \omega)\) satisfies \( \text{Ric}_N \geq K \) for some \( K \in \mathbb{R} \) and \( N \in [n, \infty) \), then it behaves like a Riemannian manifold with dimension bounded above by \( N \) and Ricci curvature bounded below by \( K \) (see [33, 56], as well as [34, 35, 62, 63], [69, Part III] related to the curvature-dimension condition). For example, the following area growth inequality of Bishop type (numerically extended to non-integer \( N \)'s) holds. Denote by \( \text{area}_\omega[S(x_0, r)] \) the area of the sphere \( S(x_0, r) := \{ x \in M \mid d_g(x_0, x) = r \} \) with respect to \( \omega \).
Theorem 2.3 [56, 63, Theorem 2.3]. If \((M, \omega)\) satisfies \(\text{Ric}_N \geq 0\) for some \(N \in [n, \infty)\), then

\[
\text{area}_\omega[S(x_0, R)] \leq \text{area}_\omega[S(x_0, r)] \cdot \left(\frac{R}{r}\right)^{N-1}
\]

holds for any \(0 < r < R\) and \(x_0 \in M\).

For \(N = \infty\), we have the following global estimate.

Theorem 2.4 [69, Theorem 18.12]. Under the non-negativity of \(\text{Ric}_\infty\) of \((M, \omega)\),

\[
\int_M \exp \left(-\lambda d_g(x_0, x)^2\right) d\omega(x) < \infty
\]

holds for any \(\lambda > 0\) and \(x_0 \in M\).

Though Theorems 2.3 and 2.4 are generalized to \(\text{Ric}_N \geq K\) for \(K \neq 0\), we will need only the above special cases.

2.2. Wasserstein geometry

Let us recall some basic notions and facts in optimal transport theory and Wasserstein geometry. See [5, 68, 69] for details and more information.

Let \((X, d)\) be a metric space. A rectifiable curve \(\gamma : [0, 1] \to X\) is called a geodesic if it is locally minimizing and has a constant speed. We say that \(\gamma\) is a minimal geodesic if it is globally minimizing, namely \(d(\gamma(s), \gamma(t)) = |s - t|d(\gamma(0), \gamma(1))\) holds for all \(s, t \in [0, 1]\). A subset \(Y\) of \(X\) is said to be totally convex if, for any \(x, y \in Y\), any minimal geodesic in \(X\) from \(x\) to \(y\) is contained in \(Y\).

For a complete Riemannian manifold \((M, g)\), let \(\mathcal{P}(M)\) be the set of all Borel probability measures on \(M\). Given \(\mu \in \mathcal{P}(M)\) and a measurable map \(T : M \to M\), the push forward measure \(T_\# \mu\) of \(\mu\) through \(T\) is defined by \(T_\# \mu[B] := \mu[T^{-1}(B)]\) for all Borel sets \(B \subset M\). For each \(p \in [1, \infty)\), denote by \(\mathcal{P}^p(M) \subset \mathcal{P}(M)\) the subset consisting of measures \(\mu\) of finite \(p\)th moments, that is, \(\int_M d_g(x_0, x)^p d\mu(x) < \infty\) for some (and hence all) \(x_0 \in M\).

For \(\mu, \nu \in \mathcal{P}(M)\), a probability measure \(\pi \in \mathcal{P}(M \times M)\) is called a coupling of \(\mu\) and \(\nu\) if its projections are \(\mu\) and \(\nu\), namely \(\pi[B \times M] = \mu[B]\)
and $\pi[M \times B] = \nu[B]$ hold for any Borel set $B \subset M$. We define the $L^p$-Wasserstein distance between $\mu, \nu \in \mathcal{P}^p(M)$ by

$$W_p(\mu, \nu) := \inf \left\{ \left( \int_{M \times M} d_g(x, y)^p \, d\pi(x, y) \right)^{1/p} \mid \pi: \text{couplings of } \mu \text{ and } \nu \right\}.$$ 

A coupling $\pi$ is said to be optimal if it attains the infimum above. The function $W_p$ is indeed a distance function on $\mathcal{P}^p(M)$. The metric space $(\mathcal{P}^p(M), W_p)$ is complete, separable and called the $L^p$-Wasserstein space over $M$. The Wasserstein space inherits several properties of $M$. For instance, if $M$ is compact, then $(\mathcal{P}^p(M), W_p)$ is also compact and the topology induced from $W_p$ coincides with the weak topology. We will mainly consider the quadratic case $p = 2$, and then we omit “$L^2$-” and simply call $W_2$ and $(\mathcal{P}^2(M), W_2)$ the Wasserstein distance function and the Wasserstein space.

In view of optimal transport theory, $W_2(\mu_0, \mu_1)^2$ is regarded as the least cost of transporting $\mu_0$ to $\mu_1$, where the cost of transporting a unit mass from $x$ to $y$ is $d_g(x, y)^2$. A minimal geodesic $(\mu_t)_{t \in [0,1]}$ with respect to $W_2$ is then also called the optimal transport from $\mu_0$ to $\mu_1$, and it can be described by using a family of minimal geodesics in the underlying space $M$. We denote by $\Gamma(M)$ the set of all minimal geodesics $\gamma : [0,1] \rightarrow M$ endowed with the uniform topology induced from the distance function $d_{\Gamma(M)}(\gamma, \eta) := \sup_{t \in [0,1]} d_g(\gamma(t), \eta(t))$. For $t \in [0,1]$, the evaluation map $\ev_t : \Gamma(M) \rightarrow M$ is defined by $\ev_t(\gamma) := \gamma(t)$, which is clearly 1-Lipschitz.

**Proposition 2.5** [35, Proposition 2.10], [69, Corollary 7.22]. Given any minimal geodesic $(\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M)$, there exists $\Pi \in \mathcal{P}(\Gamma(M))$ such that $(\ev_t)_*\Pi = \mu_t$ for all $t \in [0,1]$ and that $(\ev_0 \times \ev_1)_*\Pi$ is an optimal coupling of $\mu_0$ and $\mu_1$.

In particular, for any totally convex set $X$ of $(M, d_g)$, $\mathcal{P}^2(X)$ is also totally convex in $(\mathcal{P}^2(M), W_2)$.

If one of $\mu_0$ and $\mu_1$ is absolutely continuous with respect to $\vol_g$, then a more precise description of a minimal geodesic $(\mu_t)_{t \in [0,1]}$ is obtained via the gradient vector field of a locally semi-convex function $\phi$ (i.e., every point $x \in M$ admits a neighborhood on which $\phi$ is $K$-convex in the weak sense for some $K \in \mathbb{R}$, see Definition 4.1). For a measure $\nu$ on $M$, we denote by $\mathcal{P}_{ac}(M, \nu) \subset \mathcal{P}(M)$ the subset of absolutely continuous measures with respect to $\nu$. We also set $\mathcal{P}^2_{ac}(M, \nu) := \mathcal{P}^2(M) \cap \mathcal{P}_{ac}(M, \nu)$.

**Theorem 2.6** [24, Theorem 1]. Given any $\mu_0 \in \mathcal{P}^2_{ac}(M, \vol_g)$ and $\mu_1 \in \mathcal{P}^2(M)$, there exists a locally semi-convex function $\phi : \Omega \rightarrow \mathbb{R}$ on an open
set \( \Omega \subset M \) with \( \mu_0[\Omega] = 1 \) such that the map \( T_t(x) := \exp_x(t\nabla\phi(x)) \), \( t \in [0,1] \), provides a unique minimal geodesic from \( \mu_0 \) to \( \mu_1 \). To be precise, \( (T_0 \times T_1)_\sharp \mu_0 \) is a unique optimal coupling of \( \mu_0 \) and \( \mu_1 \), and \( \mu_t := (T_t)_\sharp \mu_0 \) is a unique minimal geodesic from \( \mu_0 \) to \( \mu_1 \) with respect to \( W_2 \).

If \( M \) is compact, then the above theorem is due to McCann’s celebrated work [39] and we can take as the potential function \( -\phi \) a \( c \)-concave function for the cost \( c(x,y) = d_g(x,y)^2/2 \). (We do not give the definition of the \( c \)-concave function, what we need is only the fact that \( c \)-concave functions are locally semi-concave.) A locally semi-convex function is locally Lipschitz and twice differentiable almost everywhere by the Alexandrov–Bangert theorem. Thus \( T_t \) is differentiable \( \mu_0 \)-a.e. and the following Jacobian (or Monge–Amperé) equation holds.

**Theorem 2.7 [69, Theorems 8.7, 11.1].** Under the same assumptions as Theorem 2.6 above, we have \( \mu_t \in \mathcal{P}^2_{ac}(M, \text{vol}_g) \) for all \( t \in [0,1) \). Moreover, by putting

\[
\rho_t \omega := \mu_t = (T_t)_\sharp \mu, \quad J_t^\omega(x) := e^{f(x) - f(T_t(x))} \det(DT_t(x)),
\]

we have \( \rho_t(T_t(x))J_t^\omega(x) = \rho_0(x) \) and \( J_t^\omega(x) > 0 \) for all \( t \in [0,1) \) at \( \mu_0 \)-a.e. \( x \in \Omega \). In the case of \( \nu \in \mathcal{P}^2_{ac}(M, \text{vol}_g) \), the above assertions hold also at \( t = 1 \).

Note that \( J_t^\omega \) should be understood as the Jacobian with respect to \( \omega \), and its behavior is naturally controlled by the weighted Ricci curvature. This is a fundamental geometric intuition behind the curvature-dimension condition (see Section 5).

### 2.3. Information geometry

We briefly summarize some notions in information geometry associated with a non-decreasing, positive, continuous function \( \varphi : (0, \infty) \rightarrow (0, \infty) \). We refer to [41, 42] for further discussion.

We define the \( \varphi \)-logarithmic function on \( (0, \infty) \) by

\[
\ln_\varphi(t) := \int_1^t \frac{1}{\varphi(s)} \, ds,
\]
which is clearly strictly increasing. We will denote by $l_\varphi$ and $L_\varphi$ the infimum and the supremum of $\ln \varphi$, that is,

\[
\begin{align*}
l_\varphi &:= \inf_{t>0} \ln \varphi(t) = \lim_{t \to 0^+} \ln \varphi(t) \in [-\infty, 0), \\
L_\varphi &:= \sup_{t>0} \ln \varphi(t) = \lim_{t \to \infty} \ln \varphi(t) \in (0, \infty].
\end{align*}
\]

The inverse function of $\ln \varphi$ is called the $\varphi$-exponential function. We extend it to the function on $\mathbb{R}$ as

\[
\exp_\varphi(\tau) := \begin{cases} 
0 & \text{if } \tau \leq l_\varphi, \\
\ln^{-1}_\varphi(\tau) & \text{if } \tau \in (l_\varphi, L_\varphi), \\
\infty & \text{if } \tau \geq L_\varphi.
\end{cases}
\]

We also introduce the strictly convex function

\[
u_\varphi(r) := \int_0^r \ln \varphi(t) \, dt, \quad r \in [0, \infty),
\]

provided that it is well defined (i.e., $\ln \varphi$ is integrable on $(0, 1)$).

**Lemma 2.8.** The function $\nu_\varphi$ is well-defined if

\[\inf \left\{ \delta \in \mathbb{R} \mid \frac{s^{1+\delta}}{\varphi(s)} \text{ is bounded on } (0, 1) \right\} < 1.\]

**Proof.** As $\varphi$ is positive and non-decreasing, it suffices to see $\nu_\varphi(1) > -\infty$. We deduce from the hypothesis that $s/\varphi(s)$ is integrable on $(0,1)$. This shows the claim since

\[
u_\varphi(1) = - \int_0^1 \int_0^1 \frac{1}{\varphi(s)} \, ds \, dt = - \int_0^1 \frac{s}{\varphi(s)} \, ds > -\infty.
\]

Entropy is a function measuring the uncertainty of an event, and the divergence in information theory is a quantity expressing the difference between a pair of probability measures. In this spirit, the $\varphi$-entropy for $\rho\omega \in \mathcal{P}_{ac}(M, \omega)$ is defined by

\[E_\varphi(\rho\omega) := - \int_M u_\varphi(\rho) \, d\omega\]
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Then we define the Bregman divergence between $\rho_\omega, \sigma_\omega \in \mathcal{P}_{ac}(M, \omega)$ by

$$D_\varphi(\rho_\omega | \sigma_\omega) := \int_M \left\{ u_\varphi(\rho) - u_\varphi(\sigma) - u'_\varphi(\sigma)(\rho - \sigma) \right\} \, d\omega. \quad (2.2)$$

The strict convexity of $u_\varphi$ guarantees $D_\varphi(\rho_\omega | \sigma_\omega) > 0$ unless $\rho = \sigma \omega$-a.e. Furthermore, the square root of the divergence $D_\varphi$ satisfies a generalized Pythagorean theorem (see [43, Proposition 3]) and hence it can be regarded as a kind of distance function, though it is not symmetric (i.e., $D_\varphi(\rho_\omega | \sigma_\omega) \neq D_\varphi(\sigma_\omega | \rho_\omega)$ in general).

We define three more quantities measuring the order of $\varphi$ for later use:

$$\theta_\varphi := \sup \left\{ \frac{s}{\varphi(s)} \cdot \limsup_{t \downarrow 0} \frac{\varphi(s + t) - \varphi(s)}{t} \mid s > 0 \right\} \in [0, \infty], \quad (2.3)$$

$$\delta_\varphi := \inf \left\{ \frac{s}{\varphi(s)} \cdot \limsup_{t \downarrow 0} \frac{\varphi(s + t) - \varphi(s)}{t} \mid s > 0 \right\} \in [0, \infty), \quad (2.4)$$

$$N_\varphi := \begin{cases} (\theta_\varphi - 1)^{-1} & \text{if } \theta_\varphi \neq 1, \\ \infty & \text{if } \theta_\varphi = 1. \end{cases} \quad (2.5)$$

The following lemma will be useful.

**Lemma 2.9.** The function $s^\theta_\varphi / \varphi(s)$ is non-decreasing in $s \in (0, \infty)$. Moreover, if $\theta_\varphi$ is finite, then the function $s^{\theta_\varphi} / \varphi(s)$ is non-decreasing in $s \in (0, \infty)$.

**Proof.** Assume $\theta_\varphi < \infty$ (which will not play any role in the discussion on $\delta_\varphi$), and fix $s > 0$ and small $\varepsilon > 0$. By the definitions of $\theta_\varphi$ and $\delta_\varphi$, there exists $r_\varepsilon(s) > 0$ such that

$$\delta_\varphi \leq s \frac{\varphi(s + t) - \varphi(s)}{\varphi(s) t} \leq \theta_\varphi + \frac{\varepsilon}{2}. \quad (2.2)$$

Consider the functions

$$h_+(\tau) := \theta_\varphi + \frac{\varepsilon}{2} - \frac{(1 + \tau)^{\theta_\varphi + \varepsilon} - 1}{\tau}, \quad h_-(\tau) := \delta_\varphi - \frac{(1 + \tau)^{\delta_\varphi - \varepsilon} - 1}{\tau}$$

for $\tau > 0$. Since $h_+$ and $h_-$ are continuous and satisfy

$$\lim_{\tau \downarrow 0} h_+(\tau) = \theta_\varphi + \frac{\varepsilon}{2} - (\theta_\varphi + \varepsilon) < 0, \quad \lim_{\tau \downarrow 0} h_-(-\tau) = \delta_\varphi - (\delta_\varphi - \varepsilon) > 0,$$
there exists $\tau_\varepsilon > 0$ such that we have $h_+(\tau) < 0$ and $h_-(\tau) > 0$ for all $\tau \in (0, \tau_\varepsilon)$.

Given any $t \in (0, \min\{r_\varepsilon(s), s\tau_\varepsilon\})$, we have
\[
\frac{s^{\theta_\varphi+\varepsilon}}{\varphi(s)} - \frac{(s + t)^{\theta_\varphi+\varepsilon}}{\varphi(s + t)} = ts^{\theta_\varphi+\varepsilon-1} \left\{ \frac{s}{\varphi(s)} \varphi(s + t) - \frac{\varphi(s)}{t} - \frac{(1 + ts^{-1})^{\theta_\varphi+\varepsilon} - 1}{ts^{-1}} \right\} \\
\leq ts^{\theta_\varphi+\varepsilon-1} h_+(ts^{-1}) < 0.
\]

As $s > 0$ was arbitrary, this shows that $s^{\theta_\varphi+\varepsilon}/\varphi(s)$ is strictly increasing in $s > 0$. We similarly obtain
\[
\frac{s^{\delta_\varphi-\varepsilon}}{\varphi(s)} - \frac{(s + t)^{\delta_\varphi-\varepsilon}}{\varphi(s + t)} \geq ts^{\delta_\varphi-\varepsilon-1} h_-(ts^{-1}) > 0,
\]
so that $s^{\delta_\varphi-\varepsilon}/\varphi(s)$ is strictly decreasing. Letting $\varepsilon \downarrow 0$, we complete the proof. \hfill \Box

**Remark 2.10.** The function $\varphi$ will be sometimes normalized so as to satisfy $\varphi(1) = 1$. This costs no generality as we easily see the following relations for any $a > 0$:
\[
\ln a\varphi(t) = a^{-1} \ln \varphi(t), \quad \exp_{a\varphi}(\tau) = \exp_\varphi(a\tau), \quad u_{a\varphi}(r) = a^{-1} u_\varphi(r), \\
l_{a\varphi}(\tau) = a^{-1} l_\varphi, \quad L_{a\varphi} = a^{-1} L_\varphi, \quad \theta_{a\varphi} = \theta_\varphi, \quad \delta_{a\varphi} = \delta_\varphi, \quad N_{a\varphi} = N_\varphi.
\]

### 2.4. Information geometry continued: the case of $\varphi_m(s) = s^{2-m}$

In [51], we considered the power function $\varphi_m(s) = s^{2-m}$ for $m \in (0, 2]$ and the corresponding $m$-logarithmic and $m$-exponential functions. (We have actually considered $m \in [(n-1)/n, \infty)$ in [51], but $\varphi_m$ is non-decreasing only when $m \leq 2$.) We summarize several facts in this especially important case. For brevity, we set
\[
\ell_m := \ln \varphi_m, \quad e_m := \exp \varphi_m, \quad l_m := l_{\varphi_m}, \quad L_m := L_{\varphi_m}, \quad \theta_m := \theta_{\varphi_m}, \quad N_m := N_{\varphi_m}.
\]

(A) In the case of $\varphi_1(s) = s$, $\ell_1$ and $e_1$ coincide with the usual logarithmic and exponential functions, respectively. Thus, we find $l_1 = -\infty$ and $L_1 = \infty$. 

We can easily observe $\theta_1 = 1$ and $N_1 = \infty$ as well. For $\rho_\omega, \sigma_\omega \in \mathcal{P}_{ac}(M, \omega)$, we deduce from $u_{\varphi_1}(r) = r \ln r - r$ that

$$E_{\varphi_1}(\rho_\omega) = - \int_M \rho \ln \rho \, d\omega + 1, \quad D_{\varphi_1}(\rho_\omega|\sigma_\omega) = \int_M \rho \ln \frac{\rho}{\sigma} \, d\omega.$$ 

Namely $E_{\varphi_1}$ is the Boltzmann entropy up to adding 1, and $D_{\varphi_1}$ is the Kullback–Leibler divergence. By choosing $\sigma \equiv 1$ formally in the definition of $D_{\varphi_1}(\rho_\omega|\sigma_\omega)$, the relative entropy of $\mu \in \mathcal{P}_2(M)$ with respect to $\omega$ is defined by

$$\text{Ent}_\omega(\mu) := \begin{cases} \lim_{\varepsilon \downarrow 0} \int_{\{\rho \geq \varepsilon\}} \rho \ln \rho \, d\omega, & \text{if } \mu = \rho_\omega \in \mathcal{P}_{ac}^2(M, \omega), \\ \infty, & \text{otherwise.} \end{cases}$$

In other words, the relative entropy is “$(-1) \times$ the Boltzmann entropy.”

(B) For $\varphi_m(s) = s^{2-m}$ with $m \in (0, 1) \cup (1, 2]$, $\ell_m$ and $e_m$ are given by power functions as

$$\ell_m(t) = \frac{t^{m-1} - 1}{m-1}, \quad e_m(\tau) = [1 + (m - 1)\tau]_{\geq 0}^{1/(m-1)},$$

where we set $[t]_+ := \max\{t, 0\}$ and by convention $0^a := \infty$ for $a < 0$. Observe

$$\theta_m = 2 - m \quad \text{and} \quad N_m = (1 - m)^{-1}. \quad \text{As } u_{\varphi_m}(r) = (r^m - mr)/\{m(m-1)\}, \text{the } \varphi_m\text{-entropy for } \rho_\omega \in \mathcal{P}_{ac}(M, \omega) \text{ is given by}$$

$$E_{\varphi_m}(\rho_\omega) = - \int_M \frac{\rho^m}{m(m-1)} \, d\omega + \frac{1}{m-1}.$$ 

Up to additive and multiplicative constants, this entropy coincides with the Rényi(-Tsallis) entropy

$$S_N(\rho_\omega) := - \int_M \rho^{(N-1)/N} \, d\omega$$

with $N = N_m$, which is applied to complex (strongly correlated) systems. The Bregman divergence between $\rho_\omega, \sigma_\omega \in \mathcal{P}_{ac}(M, \omega)$ is given by

$$D_{\varphi_m}(\rho_\omega|\sigma_\omega) = \frac{1}{m(m-1)} \int_M [(\rho^m - \sigma^m) - m\sigma^{m-1}(\rho - \sigma)] \, d\omega.$$
This coincides with the $\beta$-divergence, whose strength is its robustness. For instance, we refer to [40] for the roles and the differences of statistical divergences including the Bregman divergences. Note that as $m \to 1$ we have $\ell_m(t) \to \ell_1(t)$, $e_m(\tau) \to e_1(\tau)$, $E_{\varphi_m}(\rho \omega) \to E_{\varphi_1}(\rho \omega)$ and $D_{\varphi_m}(\rho \omega | \sigma \omega) \to D_{\varphi_1}(\rho \omega | \sigma \omega)$.

The function $\varphi_m = s^{2-m}$ is an extremal element among those $\varphi$’s satisfying $\theta_\varphi = 2 - m$ in several respects, as one can see in the next useful lemma for instance.

**Lemma 2.11.** Assume $\theta_\varphi < 2$ and put $m = 2 - \theta_\varphi$. Then for any $t > 0$ and $r \in \mathbb{R}$ we have

\begin{align}
\frac{1}{\varphi(1)} \ell_m(t) &\leq \ln_\varphi(t) \leq \frac{t^{\theta_\varphi}}{\varphi(t)} \ell_m(t), \\
\exp_\varphi(r) &\leq e_m(\varphi(1)r).
\end{align}

*Proof.* It follows from Lemma 2.9 that, for any $t > 0$,

$$
\frac{1}{\varphi(1)} \int_1^t s^{-\theta_\varphi} ds \leq \int_1^t \frac{1}{\varphi(s)} ds \leq \frac{t^{\theta_\varphi}}{\varphi(t)} \int_1^t s^{-\theta_\varphi} ds.
$$

This is exactly (2.9) since $\theta_\varphi = 2 - m$.

As for (2.10), the assertion for $r \leq l_\varphi$ is trivial since $\exp_\varphi(r) = 0$ by definition. If $r \geq L_\varphi$, then we deduce from (2.9) that $\varphi(1)r \geq \varphi(1)L_\varphi \geq L_m$, which shows $e_m(\varphi(1)r) = \infty$. We therefore assume $l_\varphi < r < L_\varphi$ and set $t := \exp_\varphi(r) > 0$. Then, we obtain again from (2.9) that

$$
\exp_\varphi(r) = t = e_m(\ell_m(t)) \leq e_m(\varphi(1) \ln_\varphi(t)) = e_m(\varphi(1)r).
$$

□

Taking the limits as $t \downarrow 0$ or $t \uparrow \infty$ in (2.9), we obtain from (2.7) the following.

**Lemma 2.12.** Suppose $\theta_\varphi < 2$.

(i) If $\theta_\varphi < 1$, then $l_\varphi = -\infty$ (equivalently, if $l_\varphi = -\infty$, then $\theta_\varphi \geq 1$).

(ii) If $\theta_\varphi \leq 1$, then $L_\varphi = \infty$ (equivalently, if $L_\varphi < \infty$, then $\theta_\varphi > 1$).

We similarly find the corresponding estimates concerning $\delta_\varphi$. Note that $\delta_{\varphi_m} = \theta_m = 2 - m$. 

Lemma 2.13. Assume \( \delta \varphi < 2 \) and put \( m = 2 - \delta \varphi \). Then for any \( t > 0 \) and \( r \in \mathbb{R} \) we have
\[
\frac{t\delta \varphi}{\varphi(t)} \ell_m(t) \leq \ln \varphi(t) \leq \frac{1}{\varphi(1)} \ell_m(t), \quad \exp_r(r) \geq \exp_{\varphi(1)} r.
\]
In particular,
(i) If \( \delta \varphi > 1 \), then \( L \varphi < \infty \) (equivalently, if \( L \varphi = \infty \), then \( \delta \varphi \leq 1 \)).
(ii) If \( \delta \varphi \geq 1 \), then \( l \varphi = -\infty \) (equivalently, if \( l \varphi > -\infty \), then \( \delta \varphi < 1 \)).

3. Displacement convexity classes \( \mathcal{DC}_N \)

In this section, we introduce the important classes of convex functions. These classes were first considered by McCann [38] for \( N \geq 1 \) (see also [35, Section 5.1], [68, Section 5.2], [69, Chapter 16]), we adopt the same definition also for \( N < 0 \).

Definition 3.1 (Displacement convexity classes). For \( N \in (-\infty, 0) \cup [1, \infty) \), we define \( \mathcal{DC}_N \) as the set of all continuous convex functions \( u : [0, \infty) \to \mathbb{R} \) such that \( u(0) = 0 \) and that the function
\[
\psi_N(r) := r^N u(r^{-N})
\]
is convex on \((0, \infty)\). In a similar way, \( \mathcal{DC}_\infty \) is defined as the set of all continuous convex functions \( u : [0, \infty) \to \mathbb{R} \) such that \( u(0) = 0 \) and that the function
\[
\psi_\infty(r) := e^r u(e^{-r})
\]
is convex on \( \mathbb{R} \).

The following is well known for \( N \geq 1 \), we give a proof for completeness.

Lemma 3.2. If \( u \in \mathcal{DC}_N \) for \( N \in [1, \infty) \) (resp. \( N \in (-\infty, 0) \)), then the function \( \psi_N \) is non-increasing (resp. non-decreasing).

Proof. For \( N \in [1, \infty) \) and \( 0 < s < t \), the convexity of \( u \) and \( u(0) = 0 \) yield
\[
\psi_N(t) = t^N u(t^{-N}) \leq t^N \left\{ \left( 1 - \frac{s^N}{t^N} \right) u(0) + \frac{s^N}{t^N} u(s^{-N}) \right\} = \psi_N(s).
\]
We similarly obtain for \( N = \infty \) and \( s, t \in \mathbb{R} \) with \( s < t \) that
\[
\psi_\infty(t) = e^t u(e^{-t}) \leq e^t \left\{ \left( 1 - \frac{e^s}{e^t} \right) u(0) + \frac{e^s}{e^t} u(e^{-s}) \right\} = \psi_\infty(s).
\]
Finally, for \( N < 0 \) and \( 0 < s < t \), it holds
\[
\psi_N(s) = s^N u(s^{-N}) \leq s^N \left\{ \left( 1 - \frac{s^{-N}}{t^{-N}} \right) u(0) + \frac{s^{-N}}{t^{-N}} u(t^{-N}) \right\} = \psi_N(t).
\]
\[
\square
\]
It is also known that \( \mathcal{DC}_{N'} \subset \mathcal{DC}_N \) for \( 1 \leq N < N' \leq \infty \). This monotonicity in \( N \) is violated by extending to \( N < 0 \), but the monotonicity in \( m = (N-1)/N \in [0, \infty) \) holds instead. Compare this with the monotonicity of \( \text{Ric}_N \) (Remark 2.2).

Lemma 3.3. For each \( N, N' \in (-\infty, 0) \cup [1, \infty] \) with \( m < m' \), we have \( \mathcal{DC}_{N'} \subset \mathcal{DC}_N \), where we set \( m = (N-1)/N \), \( m' = (N'-1)/N' \) and \( m = 1 \) if \( N = \infty \) (resp. \( m' = 1 \) if \( N' = \infty \)).

Proof. We first consider the case of \( 0 < m < m' < 1 \) (equivalently, \( 1 \leq N < N' < \infty \)). For any \( u \in \mathcal{DC}_N \) and \( r > 0 \), we observe
\[
\psi_N(r) = r^N u(r^{-N}) = \left( r^{N/N'} \right)^{N'} u \left( (r^{N/N'})^{-N'} \right) = \psi_{N'} \left( r^{N/N'} \right).
\]
This is convex in \( r \) since the function \( r \mapsto r^{N/N'} \) is concave and \( \psi_{N'} \) is convex and non-increasing. Thus, \( u \in \mathcal{DC}_N \) and hence \( \mathcal{DC}_{N'} \subset \mathcal{DC}_N \).

The other cases are similar. For \( 1 < m < m' \), we have \( N < N' < 0 \) so that \( r \mapsto r^{N/N'} \) is convex and \( \psi_{N'} \) is non-decreasing. When \( m' = 1 > m \), \( \psi_N(r) = \psi_\infty(N \log r) \) holds and note that \( r \mapsto N \log r \) is concave and \( \psi_\infty \) is non-increasing. For \( m = 1 < m' \), we find \( \psi_\infty(r) = \psi_{N'}(e^{r/N'}) \) and that \( r \mapsto e^{r/N'} \) is convex and \( \psi_{N'} \) is non-decreasing. \( \square \)

We shall write down a condition for \( u_\varphi \in \mathcal{DC}_N \) on \( \varphi \). As \( u_\varphi \) is continuous, convex and satisfies \( u_\varphi(0) = 0 \) by definition once it is well-defined, it is sufficient to check (2.1) and the convexity of \( \psi_N \).

Proposition 3.4. Assume that \( \varphi \) satisfies the condition (2.1). Then the function \( \psi_N \) for \( N \in (-\infty, 0) \cup [1, \infty] \) is convex if and only if
\[
(3.1) \quad \int_0^t \frac{s}{\varphi(s)} \, ds \leq \frac{N}{N-1} \frac{t^2}{\varphi(t)}
\]
holds for all \( t > 0 \), where \( N/(N-1) = 1 \) if \( N = \infty \).
Proof. We first of all recall that \( u_\phi \) is well-defined by (2.1) (Lemma 2.8).
For \( N, r > 0 \) and \( r > 0 \), we calculate
\[
\psi_N'(r) = N r^{N-1} u_\phi(r^{-N}) - N r^{-1} u_\phi'(r^{-N}),
\]
\[
\psi_N''(r) = N(N-1) r^{N-2} u_\phi(r^{-N}) + (N-N^2) r^{-2} u_\phi'(r^{-N})
  + N^2 r^{-N-2} u_\phi''(r^{-N})
\]
\[
= N(N-1) r^{N-2} \left\{ u_\phi(r^{-N}) - r^{-N} \ln \phi(r^{-N}) + \frac{N}{N-1} \frac{r^{-2N}}{\phi(r^{-N})} \right\}.
\]
Note that \( N(N-1) > 0 \). For any \( t > 0 \), we have
\[
u_\phi(t) - t \ln \phi(t) + \frac{N}{N-1} \frac{t^2}{\phi(t)} = \int_0^t \left\{ \ln \phi(\tau) - \ln \phi(t) \right\} d\tau + \frac{N}{N-1} \frac{t^2}{\phi(t)}
\]
\[
= - \int_0^t \int_r^t \frac{1}{\varphi(s)} ds d\tau + \frac{N}{N-1} \frac{t^2}{\phi(t)} = - \int_0^t \frac{s}{\varphi(s)} ds + \frac{N}{N-1} \frac{t^2}{\phi(t)}.
\]
Therefore, \( \psi''_N \geq 0 \) if and only if (3.1) holds. For \( N = \infty \), we similarly obtain
\[
\psi''(r) = e^r \left\{ u_\phi(e^{-r}) - e^{-r} \ln \phi(e^{-r}) + \frac{e^{-2r}}{\phi(e^{-r})} \right\}
\]
for \( r \in \mathbb{R} \), and
\[
u_\phi(t) - t \ln \phi(t) + \frac{t^2}{\phi(t)} = - \int_0^t \frac{s}{\varphi(s)} ds + \frac{t^2}{\phi(t)}
\]
for \( t > 0 \). \qed

**Theorem 3.5.** If \( \theta_\phi < 2 \), then the condition (2.1) holds and we have \( u_\phi \in DC_{N_\phi} \).

**Proof.** We deduce from Lemma 2.9 that
\[
0 \leq \frac{s^{\theta_\phi}}{\varphi(s)} \leq \frac{1}{\varphi(1)}
\]
for all \( s \in (0, 1) \), this implies (2.1) since \( \theta_\phi < 2 \). Lemma 2.9 also yields that, for any \( t > 0 \),
\[
\int_0^t \frac{s}{\varphi(s)} ds \leq \int_0^t \frac{t^{\theta_\phi}}{\phi(t)} s^{1-\theta_\phi} ds = \frac{1}{2-\theta_\phi} \frac{t^2}{\phi(t)}.
\]
This is nothing but (3.1) with
\[ N = N_\varphi \] (recall the definition of \( N_\varphi \) in (2.5)), and hence \( u_\varphi \in DC_N \varphi \) by Proposition 3.4.

Recall that \( \varphi_m(s) = s^{2-m} \) with \( m \in (0, 2] \) satisfies \( \theta_m = 2 - m < 2 \). Hence Theorem 3.5 shows \( u_{\varphi_m} \in DC_N \varphi \). We close the section with a partial converse of Theorem 3.5.

**Proposition 3.6.** If the condition (2.1) holds, \( \delta_\varphi < 2 \) and if we have \( u_\varphi \in DC_N \) with some \( N \in (-\infty, 0) \cup (1, \infty) \), then it holds \( \delta_\varphi \leq (N + 1)/N \) (where \( (N + 1)/N = 1 \) for \( N = \infty \)).

**Proof.** Lemma 2.9 with Proposition 3.4 yields that, for any \( t > 0 \),
\[
\frac{N}{N - 1} \varphi(t) \geq \int_0^t \frac{s}{\varphi(s)} ds = \int_0^t \frac{t^{\delta_\varphi}}{\varphi(t)} s^{1 - \delta_\varphi} ds = \frac{1}{2} \frac{t^2}{2 - \delta_\varphi \varphi(t)},
\]
which shows \( \delta_\varphi \leq (N + 1)/N \) as desired.

In particular, for \( m \in (0, 2], u_{\varphi_m} \in DC_N \) if and only if \( m \geq (N - 1)/N \).

4. **Admissible spaces**

This section is devoted to introducing the class of spaces admissible in our consideration. Recall our weighted Riemannian manifold \((M, \omega)\) and a function \( \varphi \) as in Section 2.3. From here on, we further fix the reference measure
\[
\nu = \sigma \omega := \exp_\varphi(-\Psi) \omega,
\]
where \( \Psi \in C(M) \) such that
\[
(4.1) \quad \Psi > -L_\varphi \text{ on } M, \quad M^{\Psi}_\varphi := \Psi^{-1}((-L_\varphi, -l_\varphi)) \neq \emptyset.
\]

Note that \( \text{supp} \nu = M^{\Psi}_\varphi \neq \emptyset \). For later convenience, let us define the \( K \)-convexity of a function on a general metric space.

**Definition 4.1 (K-convexity).** Given \( K \in \mathbb{R} \), we say that a function \( \Psi : X \to (-\infty, \infty] \) on a metric space \((X, d)\) is \( K \)-convex in the weak sense (denoted by \( \text{Hess} \Psi \geq K \) by slight abuse of notation) if it is not identically \(+\infty\) and, for any two points \( x, y \in X \), there exists a minimal geodesic \( \gamma : \)
Displacement convexity of generalized relative entropies. II

$[0, 1] \rightarrow X$ from $x$ to $y$ along which

$$\Psi(\gamma(t)) \leq (1 - t)\Psi(x) + t\Psi(y) - \frac{K}{2} (1 - t)td(x, y)^2$$

holds for all $t \in [0, 1]$.

We remark that, on a Riemannian manifold $M$, (4.2) certainly holds for any minimal geodesic $\gamma : [0, 1] \rightarrow M$ by approximation. Indeed, $\gamma|_{[\epsilon, 1-\epsilon]}$ is a unique minimal geodesic for any $\epsilon > 0$ and $\Psi$ is continuous. We are interested in the situation that $\text{Ric}_{N_{\varphi}} \geq 0$ and $\text{Hess} \Psi \geq K$ hold (see Theorem 5.7). Finer analysis is possible in the particular case of $K > 0$ (Sections 6, 7). We prove a lemma in such a case for later use. The open ball of center $x \in M$ and radius $r > 0$ will be denoted by $B(x, r)$.

**Lemma 4.2.** Suppose that $\varphi(1) = 1$ (without loss of generality, see Remark 2.10), $\text{Hess} \Psi \geq K$ for some $K > 0$, and take a minimizer $x_0 \in M$ of $\Psi$.

(i) If $l_{\varphi} > -\infty$, then the set $M_{\varphi}^\Psi$ as in (4.1) is totally convex and $M_{\varphi}^\Psi \subset B(x_0, R)$ holds with $R = \sqrt{-2(l_{\varphi} + \Psi(x_0))/K}$. Moreover, supp $\nu$ is also totally convex and compact.

(ii) If $l_{\varphi} = -\infty$, $N_{\varphi} \in [n, \infty)$ and if $\text{Ric}_{N_{\varphi}} \geq 0$, then we have $M_{\varphi}^\Psi = M$, $\nu[M] < \infty$ and

$$\int_M d_g(x_0, x)^p \sigma(x)^a d\omega(x) \leq C_1 \nu[M]^a + C_2 K^{-aN_{\varphi}} < \infty$$

for any $a \in (1/2, 1]$ and $p \in [0, \infty)$ satisfying $(2a - 1)N_{\varphi} - p > 0$, where $C_1 = C_1(\omega)$ and $C_2 = C_2(a, p, \theta_{\varphi}, \omega)$. In particular, $\sigma \in L^a(M, \omega)$ for all $a \in (1/2, 1]$ and $\nu[M]^{-1} \cdot \nu \in \mathcal{P}_{ac}(M, \omega)$ for all $p \in [0, N_{\varphi})$.

(iii) If $N_{\varphi} = \infty$ and $\text{Ric}_{N_{\varphi}} \geq 0$, then $\sigma \in L^a(M, \omega)$ for any $a > 0$.

**Proof.** We first remark that the assumption $\text{Hess} \Psi \geq K > 0$ guarantees the unique existence of a point $x_0 \in M_{\varphi}^\Psi$ such that $\Psi(x_0) = \inf_M \Psi$. We deduce from the $K$-convexity (4.2) that

$$\Psi(\gamma(1)) \geq \Psi(x_0) + \frac{K}{2} d_g(x_0, \gamma(1))^2$$

holds for all minimal geodesics $\gamma : [0, 1] \rightarrow M$ with $\gamma(0) = x_0$. 


(i) For any minimal geodesic $\gamma : [0, 1] \rightarrow M$ connecting two points $x, y \in M^\Psi_\varphi$, we have

$$
\Psi(\gamma(t)) \leq (1-t)\Psi(x) + t\Psi(y) - \frac{K}{2}(1-t)td_g(x, y)^2 < -l_\varphi,
$$

so that $\gamma$ is contained in $M^\Psi_\varphi$. The total convexity of supp $\nu$ can be seen similarly. Precisely, for any $x, y \in \Psi^{-1}((-L_\varphi, -l_\varphi))$, $\gamma$ as above satisfies $\gamma((0, 1)) \subset M^\Psi_\varphi$. This implies that supp $\nu = M^\Psi_\varphi = \Psi^{-1}((-L_\varphi, -l_\varphi))$ and is totally convex. We moreover obtain $M^\Psi_\varphi \subset B(x_0, R)$ from (4.3), and thus supp $\nu$ is compact.

(ii) The first assertion $M^\Psi_\varphi = M$ is obvious by definition (see (4.1)). Note that $N_\varphi \in [n, \infty)$ implies $\theta_\varphi \in (1, (n+1)/n]$ (see (2.5)). Set $m := 2 - \theta_\varphi < 1$ and take $a \in (1/2, 1]$ and $p \geq 0$ satisfying $(2a - 1)N_\varphi - p > 0$. Then (2.10) and (4.3) imply

$$
\int_M d_g(x_0, x)^p \sigma(x)^a \, d\omega(x) \\
\leq \int_{B(x_0, 1)} \sigma^a \, d\omega + \int_1^\infty e_m \left(-\Psi(x_0) - \frac{K}{2}r^2\right)^a r^p \text{area}_\omega[S(x_0, r)] \, dr.
$$

We mention that $m = (N_\varphi - 1)/N_\varphi$ and, for $s < L_\varphi$ and $t < 0$, we have $e_m(s + t) = \{e_m(s)^{m-1} + (m-1)t\}^{-N_\varphi}$.

Thanks to the hypothesis $\text{Ric}_{N_\varphi} \geq 0$ with $N_\varphi \in [n, \infty)$, we can estimate the second term by Theorem 2.3 as

$$
\int_1^\infty e_m \left(-\Psi(x_0) - \frac{K}{2}r^2\right)^a r^p \text{area}_\omega[S(x_0, r)] \, dr \\
\leq \text{area}_\omega[S(x_0, 1)] \int_1^\infty \left\{ e_m(-\Psi(x_0))^{m-1} + (1 - m)\frac{K}{2}r^2 \right\}^{-aN_\varphi} \\
\times r^{p + N_\varphi - 1} \, dr \\
= \text{area}_\omega[S(x_0, 1)] \int_1^\infty \left\{ e_m(-\Psi(x_0))^{m-1}r^{-2} + (1 - m)\frac{K}{2} \right\}^{-aN_\varphi} \\
\times r^{-(2a-1)N_\varphi + p - 1} \, dr \\
\leq \text{area}_\omega[S(x_0, 1)] \left\{ (1 - m)\frac{K}{2} \right\}^{-aN_\varphi} \int_1^\infty r^{-(2a-1)N_\varphi + p - 1} \, dr \\
= \frac{1}{(2a - 1)N_\varphi - p} \text{area}_\omega[S(x_0, 1)] \left\{ (1 - m)\frac{K}{2} \right\}^{-aN_\varphi}.
We used the condition \((2a - 1)N_\varphi - p > 0\) in the last equality. Choosing \(a = 1\) and \(p = 0\), we in particular find \(\nu[M] < \infty\). Then the Hölder inequality yields that

\[
\int_{B(x_0,1)} \sigma^a d\omega \leq \left( \int_{B(x_0,1)} \sigma d\omega \right)^a \omega[B(x_0,1)]^{1-a} \leq \nu[M]^a \omega[B(x_0,1)]^{1-a}.
\]

Thus choosing

\[
C_1 := \max \{\omega[B(x_0,1)], 1\} \geq \omega[B(x_0,1)]^{1-a},
\]

\[
C_2 := \frac{1}{(2a - 1)N_\varphi - p} \left( \frac{2}{1 - m} \right)^{aN_\varphi} \text{area} \omega[S(x_0,1)]
\]

gives the desired estimate.

(iii) Combining (4.3) with (2.10) provides, as \(\theta_\varphi = 1\),

\[
\int_M \sigma(x)^a d\omega(x) \leq \int_M \exp \left( -\Psi(x_0) - \frac{K}{2} d_g(x_0, x)^2 \right)^a d\omega(x) \leq \exp \left( -a\Psi(x_0) \right) \int_M \exp \left( -\frac{aK}{2} d_g(x_0, x)^2 \right) d\omega(x).
\]

Hence, the assertion follows from Theorem 2.4.

Now, we introduce the conditions for a quadruple \((M, \omega, \varphi, \Psi)\) to be admissible in our consideration.

**Definition 4.3 (Admissibility).** We say that a quadruple \((M, \omega, \varphi, \Psi)\) is **admissible** if all the following conditions hold:

(A-1) \(\varphi(1) = 1\).

(A-2) \(N_\varphi \in (-\infty, -1] \cup [n, \infty]\) and \(N_\varphi \neq 2\) or, equivalently, \(\theta_\varphi \in [0, (n + 1)/n]\) and \(\theta_\varphi < 3/2\).

(A-3) \(\Psi > -L_{2-\theta_\varphi}\) on \(M\) and \(M_\varphi^\Psi = \Psi^{-1}((-L_{\varphi}, -l_{\varphi})) \neq \emptyset\).

(A-4) \(h_\varphi(\sigma) \in L^1(M, \omega)\) and \(\sigma \ln_\varphi(\sigma) \in L^1(M, \omega)\), where \(h_\varphi := u_\varphi\) if \(L_\varphi = \infty\) and \(h_\varphi(r) := u_\varphi(r) - rL_\varphi\) if \(L_\varphi < \infty\) (see (5.3) below).

We mention that \(l_m \leq l_{\varphi}\) and \(L_m \leq L_{\varphi}\) hold with \(m = 2 - \theta_\varphi\) by (2.9), and hence \(M_\varphi^\Psi \subset M_{\varphi_m}^\Psi\) by (A-3). The first condition \(\varphi(1) = 1\) is merely the normalization (see Remark 2.10), and (A-4) is imposed for \(\nu\) being adopted
as a reference measure of the Bregman divergence (see (2.2)). The next lemma ensures that (A-4) automatically holds if $\text{Ric}_{\varphi} \geq 0$ and $\text{Hess} \Psi \geq K$ for some $K > 0$.

**Lemma 4.4.** Suppose that $(M, \omega, \varphi, \Psi)$ satisfies (A-1), (A-2), $\Psi > -L_{\varphi}$ on $M$, $\mathcal{M}_{\varphi}^\Psi \neq \emptyset$, $\text{Ric}_{\varphi} \geq 0$ and $\text{Hess} \Psi \geq K$ for some $K > 0$. Then (A-4) also holds.

**Proof.** The case of $l_{\varphi} > -\infty$ is clear due to Lemma 4.2(i), so that we assume $l_{\varphi} = -\infty$ and then $\theta_{\varphi} \geq 1$ (Proposition 2.12(i)). Observe also that $u_{\varphi}(\sigma) \in L^1(M, \omega)$ implies $h_{\varphi}(\sigma) \in L^1(M, \omega)$ since $\nu[M] < \infty$ by Lemma 4.2(ii), (iii).

Let $x_0$ be the minimizer of $\Psi$ and set $R := \sqrt{\max\{1, -2\Psi(x_0)\}/K}$. Note that the $K$-convexity of $\Psi$ (4.3) guarantees that, on $M \setminus B(x_0, R)$,

$$0 \leq \sigma = \exp_{\varphi}(-\Psi) \leq \exp_{\varphi} \left(-\Psi(x_0) - \frac{K}{2}R^2\right) \leq \exp_{\varphi}(0) = 1.$$

We first consider the case of $\theta_{\varphi} > 1$. On $M \setminus B(x_0, R)$, (2.9) implies that

$$|\sigma \ln_{\varphi}(\sigma)| = -\sigma \ln_{\varphi}(\sigma) \leq -\sigma l_{2-\theta_{\varphi}}(\sigma) = N_{\varphi}(\sigma^{2-\theta_{\varphi}} - \sigma),$$

$$|u_{\varphi}(\sigma)| = -\int_0^\sigma \ln_{\varphi}(t) \, dt \leq \int_0^\sigma N_{\varphi}(t^{1-\theta_{\varphi}} - 1) \, dt = N_{\varphi} \left(\frac{\sigma^{2-\theta_{\varphi}}}{2-\theta_{\varphi}} - \sigma\right).$$

Thus, we have

$$\int_M |\sigma \ln_{\varphi}(\sigma)| \, d\omega \leq \int_{B(x_0, R)} |\sigma \ln_{\varphi}(\sigma)| \, d\omega + \int_{M \setminus B(x_0, R)} N_{\varphi} \left(\frac{\sigma^{2-\theta_{\varphi}}}{2-\theta_{\varphi}} - \sigma\right) \, d\omega,$$

$$\int_M |u_{\varphi}(\sigma)| \, d\omega \leq \int_{B(x_0, R)} |u_{\varphi}(\sigma)| \, d\omega + \int_{M \setminus B(x_0, R)} N_{\varphi} \left(\frac{\sigma^{2-\theta_{\varphi}}}{2-\theta_{\varphi}} - \sigma\right) \, d\omega.$$

As $2 - \theta_{\varphi} \in (1/2, 1)$ by $\theta_{\varphi} < 3/2$, Lemma 4.2(ii) ensures $u_{\varphi}(\sigma), \sigma \ln_{\varphi}(\sigma) \in L^1(M, \omega)$.

In the case of $\theta_{\varphi} = 1$, we similarly have on $M \setminus B(x_0, R)$

$$|\sigma \ln_{\varphi}(\sigma)| \leq -\sigma \ln \sigma \leq \sqrt{\sigma},$$

$$|u_{\varphi}(\sigma)| = -\int_0^\sigma \ln_{\varphi}(t) \, dt \leq \int_0^\sigma \frac{1}{\sqrt{t}} \, dt = 2\sqrt{\sigma}.$$

Then the claim follows from Lemma 4.2(iii). \qed
We close the section with an auxiliary lemma on how to normalize $\nu$ when $K > 0$.

**Lemma 4.5.** Let $(M, \omega, \varphi, \Psi)$ be admissible, $\text{Ric}_{N_{\varphi}} \geq 0$ and $\text{Hess} \Psi \geq K$ for some $K > 0$, and set $I = (l, L) := (l_{\varphi} + \inf_M \Psi, L_{\varphi} + \inf_M \Psi)$. We in addition assume that $\Psi$ is differentiable at the minimizer of $\Psi$ if $N_{\varphi} = n$. Then there exists some $\lambda \in I$ such that $\exp_{\varphi}(\lambda - \Psi) \omega \in \mathcal{P}_{\text{ac}}(M, \omega)$.

**Proof.** We first remark that $\inf_M \Psi > -\infty$, and that for any $\lambda \in I$

$$
\Psi - \lambda > \inf_M \Psi - \left( L_{\varphi} + \inf_M \Psi \right) = -L_{\varphi}
$$

as well as $\text{Hess}(\Psi - \lambda) = \text{Hess} \Psi \geq K$ hold. Thus

$$
\Xi(\lambda) := \int_M \exp_{\varphi}(\lambda - \Psi) \, d\omega < \infty
$$

by Lemma 4.2. Since $\Xi$ is non-decreasing and continuous on $I$ by Lebesgue’s dominated convergence theorem (or the monotone convergence theorem), we are done if $\lim_{\lambda \downarrow l} \Xi(\lambda) < 1 < \lim_{\lambda \uparrow L} \Xi(\lambda)$ holds. We also deduce from the dominated convergence theorem that $\lim_{\lambda \downarrow l} \Xi(\lambda) = 0$. If $L_{\varphi} = \infty$, then we find $\lim_{\lambda \uparrow \infty} \Xi(\lambda) = \infty$ by the monotone convergence theorem.

The rest is to prove $\lim_{\lambda \uparrow L} \Xi(\lambda) > 1$ when $L_{\varphi} < \infty$. Note that $L_{\varphi} < \infty$ implies $\lim_{s \uparrow \infty} \varphi(s) = \infty$ by definition, and $\theta_{\varphi} > 1$ (i.e., $N_{\varphi} \in [n, \infty)$) by Proposition 2.12(ii). Let $x_0 \in M$ be the unique minimizer of $\Psi$ and take $R_0 > 0$ such that $B(x_0, R_0) \subset M_{\varphi}$ and that $B(x_0, R_0)$ contains no cut point of $x_0$. Then, for any $x \in S(x_0, r)$ with $0 < r < R \leq R_0$, the $K$-convexity of $\Psi$ provides

$$
(4.4) \quad \Psi(x) \leq \left( 1 - \frac{r}{R} \right) \Psi(x_0) + \frac{r}{R} \sup_{S(x_0, R)} \Psi - \frac{K}{2} \left( 1 - \frac{r}{R} \right) \frac{r}{R} R^2
$$

$$
= \Psi(x_0) + \frac{K}{2} r^2 + ar,
$$

where we set

$$
a = a(R) := \frac{1}{R} \left( \sup_{S(x_0, R)} \Psi - \Psi(x_0) - \frac{K}{2} R^2 \right) \geq 0.
$$

Observe that $\lim_{R \uparrow 0} a(R) < \infty$ by the $K$-convexity of $\Psi$, and $\lim_{R \uparrow 0} a(R) = 0$ holds if $N_{\varphi} = n$ since $\Psi$ is assumed to be differentiable at $x_0$. In both cases
\(N_\varphi > n \text{ or } N_\varphi = n\), we can choose \(R \in (0, R_0]\) small enough to satisfy

\[\frac{K}{2} R^2 + aR < L_\varphi, \quad 2a \left( \frac{\text{area}_\omega[S(x_0, R)]}{N_\varphi R^{N_\varphi-1}} \right)^{1/N_\varphi}.\]

Then take large \(\lambda \in I\) such that

\[\lambda > \Psi(x_0) + \frac{K}{2} R^2 + aR.\]

Set

\[e^\lambda_\varphi(r) := \exp_\varphi\left(\lambda - \Psi(x_0) - \frac{K}{2} r^2 - ar\right)\]

and note that it is decreasing.

We deduce from Theorem 2.3 and (4.4) that

\[\Xi(\lambda) \geq \int_{B(x_0, R)} \exp_\varphi(\lambda - \Psi) d\omega \geq \int_0^R \text{area}_\omega[S(x_0, r)] e^\lambda_\varphi(r) dr\]

\[\geq \frac{\text{area}_\omega[S(x_0, R)]}{R^{N_\varphi-1}} \int_0^R r^{N_\varphi-1} e^\lambda_\varphi(r) dr\]

\[= \frac{\text{area}_\omega[S(x_0, R)]}{R^{N_\varphi-1}} \left( R^{N_\varphi} e^\lambda_\varphi(R) - \int_0^R r^{N_\varphi} e^\lambda_\varphi(r) dr \right).\]

The concavity of \(\ln \varphi\) yields

\[\ln \varphi(t) \leq \ln \varphi(e^\lambda_\varphi(0)) + \frac{t - e^\lambda_\varphi(0)}{\varphi(e^\lambda_\varphi(0))},\]

and hence it holds for \(t := e^\lambda_\varphi(r)\) that

\[Kr = -a + \sqrt{a^2 + 2K \{\ln \varphi(e^\lambda_\varphi(0)) - \ln \varphi(t)\}} \geq -a + \sqrt{a^2 + 2K \frac{e^\lambda_\varphi(0) - t}{\varphi(e^\lambda_\varphi(0))}}.\]

By the change of variables formula for \(t = e^\lambda_\varphi(r)\), we have

\[-\int_0^R r^{N_\varphi} (e^\lambda_\varphi)'(r) dr\]

\[= \frac{1}{K^{N_\varphi}} \int_{e^\lambda_\varphi(R)}^{e^\lambda_\varphi(0)} \left( -a + \sqrt{a^2 + 2K \left\{ \ln \varphi(e^\lambda_\varphi(0)) - \ln \varphi(t) \right\}} \right)^{N_\varphi} dt\]

\[\geq \frac{1}{K^{N_\varphi}} \int_{e^\lambda_\varphi(R)}^{e^\lambda_\varphi(0)} \left( -a + \sqrt{a^2 + 2K \frac{e^\lambda_\varphi(0) - t}{\varphi(e^\lambda_\varphi(0))}} \right)^{N_\varphi} dt.\]
Combining the triangle inequality

\[
\left\{ \int_{e^\lambda(0)}^{e^\lambda(R)} \left( -a + \sqrt{a^2 + 2K e^\lambda(0) - t} \right) e^{\lambda \phi(0)} \, dt \right\}^{1/N_\phi} \\
\geq \left\{ \int_{e^\lambda(0)}^{e^\lambda(R)} \left( \sqrt{a^2 + 2K e^\lambda(0) - t} \right) e^{\lambda \phi(0)} \, dt \right\}^{1/N_\phi} - \{e^\lambda(0) - e^\lambda(R)\}^{1/N_\phi} \cdot a
\]

with Jensen’s inequality for the convex function \( s \mapsto (\sqrt{a^2 + s})^{N_\phi} \) \((s \geq 0)\), we deduce that

\[
\int_{e^\lambda(0)}^{e^\lambda(R)} \left( -a + \sqrt{a^2 + 2K e^\lambda(0) - t} \right) e^{\lambda \phi(0)} \, dt \\
\geq \{e^\lambda(0) - e^\lambda(R)\} \left\{ \sqrt{a^2 + 2K e^\lambda(0)} \int_{e^\lambda(0)}^{e^\lambda(R)} e^{\lambda \phi(0)} \, dt - a \right\}^{N_\phi} \\
= \{e^\lambda(0) - e^\lambda(R)\} \left( \sqrt{a^2 + K e^\lambda(0) - e^\lambda(R)} - a \right)^{N_\phi}.
\]

Hence we obtain, as \( \phi(s) \leq s^{\theta_\phi} \) for \( s \geq 1 \) by Lemma 2.9,

\[
\lim_{\lambda \uparrow L} \Xi(\lambda) \geq \frac{\text{area}_\omega[S(x_0, R)]}{N_\phi R^{N_\phi - 1} K N_\phi} \\
\times \lim_{\lambda \uparrow L} \left[ \{e^\lambda(0) - e^\lambda(R)\} \left( \sqrt{a^2 + K e^\lambda(0) - e^\lambda(R)} - a \right) \right]^{N_\phi} \\
\geq \frac{\text{area}_\omega[S(x_0, R)]}{N_\phi R^{N_\phi - 1} K N_\phi} \lim_{s \uparrow \infty} \left[ s \left( \sqrt{a^2 + K s^{\theta_\phi}} - a \right) \right]^{N_\phi} \\
= \frac{\text{area}_\omega[S(x_0, R)]}{N_\phi R^{N_\phi - 1} K N_\phi} \lim_{s \uparrow \infty} \left[ s^{\theta_\phi - 1} (\sqrt{a^2 + K s^{\theta_\phi}} - a) \right]^{N_\phi} \\
= \frac{\text{area}_\omega[S(x_0, R)]}{N_\phi R^{N_\phi - 1} K N_\phi} \lim_{t \downarrow 0} \left( \frac{\sqrt{a^2 + K t} - a}{t} \right)^{N_\phi} \\
= \frac{\text{area}_\omega[S(x_0, R)]}{N_\phi R^{N_\phi - 1}} (2a)^{-N_\phi}.
\]

This is bigger than 1 by the choice of \( R \) (recall (4.5)) and we complete the proof. \( \square \)
Remark 4.6. If $\text{Ric}_N \geq 0$ and $\text{Hess} \Psi \geq K$ with some $K > 0$, then Lemma 4.2 yields $\nu[M] < \infty$. We will sometimes normalize $(M, \omega, \varphi, \Psi)$ so as to satisfy $\nu[M] = 1$ (Sections 6 and 7). There are two ways of such a normalization:

- Put $a := \nu[M]^{-1}$ and consider $(M, \tilde{\omega}, \varphi, \Psi) := (M, a\omega, \varphi, \Psi)$, i.e., $\tilde{\omega} = e^{-f + \ln a} \text{vol}_g$.
- Take $\lambda$ as in Lemma 4.5 and consider $(M, \omega, \varphi, \tilde{\Psi}) := (M, \omega, \varphi, \Psi - \lambda)$.

In both cases, it is easily seen that the conditions $\text{Ric}_N \geq 0$ and $\text{Hess} \Psi \geq K$ are preserved. These two normalizations are equivalent when $\varphi = \varphi_1$, where we indeed observe

$$\exp(-\Psi)\tilde{\omega} = \exp(-\Psi - f + \ln a)\omega, \quad \exp(-\tilde{\Psi})\omega = \exp(-\Psi - f + \lambda)\omega,$$

and hence $\lambda = \ln a$.

5. $\varphi$-relative entropy and its displacement convexity

In this section, we introduce a generalization of the relative entropy, that we call the $\varphi$-relative entropy, associated with functions $\varphi$ in an appropriate class. For the relative entropy on a (unweighted) Riemannian manifold, it is known by von Renesse and Sturm [58] that its $K$-convexity in the Wasserstein space $(\mathcal{P}_2(M), W_2)$ (in the sense of Definition 4.1) is equivalent to the lower Ricci curvature bound $\text{Ric} \geq K$. Then it was shown by Lott and Villani [35] that $\text{Ric} \geq K$ further implies a kind of convexity property of a class of entropies including the relative entropy. In this sense, the relative entropy is an extremal element in such a class of entropies. In the same spirit, our main theorem in the section (Theorem 5.7) asserts that the $m$-relative entropy induced from $\varphi = \varphi_m$ (studied in [51], recall Subsection 2.4 as well) is an extremal one in an appropriate class of $\varphi$-relative entropies.

5.1. Curvature-dimension condition

Let us begin with a brief review of Lott, Sturm and Villani’s curvature-dimension condition. To formulate it, we need to introduce the two functions often used in comparison theorems in Riemannian geometry.
For $K \in \mathbb{R}$, $N \in (1, \infty)$ and $0 < r < \pi \sqrt{(N-1)/K}$ if $K > 0$, we consider the function

$$s_{K,N}(r) := \begin{cases} 
\sqrt{(N-1)/K} \sin(r \sqrt{K/(N-1)}) & \text{if } K > 0, \\
 r & \text{if } K = 0, \\
\sqrt{-(N-1)/K} \sinh(r \sqrt{-K/(N-1)}) & \text{if } K < 0.
\end{cases}$$

This is the solution to the differential equation

$$s''_{K,N} + \frac{K}{N-1} s_{K,N} = 0$$

with the initial conditions $s_{K,N}(0) = 0$ and $s'_{K,N}(0) = 1$. For $n \in \mathbb{N}$ with $n \geq 2$, $s_{K,n}(r)^{n-1}$ is proportional to the area of the sphere of radius $r$ in the $n$-dimensional space form of constant sectional curvature $K/(n-1)$. Using $s_{K,N}$, we define

$$\beta^t_{K,N}(r) := \left(\frac{s_{K,N}(tr)}{ts_{K,N}(r)}\right)^{N-1}, \quad \beta^t_{K,\infty}(r) := e^{K(1-t^2)r^2/6}$$

for $K, N, r$ as above and $t \in (0,1)$. Now, we are ready to state Sturm’s curvature-dimension condition characterizing lower Ricci curvature bounds, developed in [58, 61, 63] in gradually general situations (see also [20, 21] for related important work). Recall (2.8) and (2.6) for the definitions of the Rényi entropy $S_N$ and the relative entropy $\text{Ent}_\omega$.

**Theorem 5.1 (Sturm’s curvature-dimension condition).** Let $(M, \omega)$ be a weighted Riemannian manifold. We have $\text{Ric}_N \geq K$ for some $K \in \mathbb{R}$ and $N \in [n, \infty)$ if and only if any pair of measures $\mu_0 = \rho_0 \omega, \mu_1 = \rho_1 \omega \in \mathcal{P}_{ac}^2(M, \omega)$ satisfies

$$S_N(\mu_t) \leq -(1-t) \int_{M \times M} \beta^t_{K,N}(d_g(x,y))^{1/N} \rho_0(x)^{-1/N} \rho_1(y)^{-1/N} d\pi(x,y)$$

$$- t \int_{M \times M} \beta^t_{K,N}(d_g(x,y))^{1/N} \rho_0(x)^{-1/N} \rho_1(y)^{-1/N} d\pi(x,y)$$

for all $t \in (0,1)$, where $(\mu_t)_{t \in [0,1]} \subset \mathcal{P}_{ac}^2(M, \omega)$ is the unique minimal geodesic from $\mu_0$ to $\mu_1$, and $\pi$ is the unique optimal coupling of $\mu_0$ and $\mu_1$.

Similarly, $\text{Ric}_{\infty} \geq K$ is equivalent to the $K$-convexity of $\text{Ent}_\omega$:

$$\text{Ent}_\omega(\mu_t) \leq (1-t) \text{Ent}_\omega(\mu_0) + t \text{Ent}_\omega(\mu_1) - \frac{K}{2} (1-t) t W_2(\mu_0, \mu_1)^2.$$
For \( K = 0 \), we find \( \beta_{0,N} \equiv 1 \) and (5.1) is nothing but the convexity of \( S_N \),

\[
S_N(\mu_t) \leq (1 - t)S_N(\mu_0) + tS_N(\mu_1).
\]

For \( K \neq 0 \), however, (5.1) is not simply the \( K \)-convexity of \( S_N \).

Lott and Villani’s version of the curvature-dimension condition requires a similar convexity condition, but for all entropies induced from functions in \( \mathcal{DC}_N \) ([34, 35], [69, Part III]). For \( U \in \mathcal{DC}_N \) and \( \mu \in \mathcal{P}^2(M) \), we denote by \( \mu = \rho \omega + \mu_s \) its Lebesgue decomposition into absolutely continuous and singular parts with respect to the base measure \( \omega \), and define

\[
U_\omega(\mu) := \lim_{\varepsilon \downarrow 0} \int_{\{\rho \geq \varepsilon\}} U(\rho) \, d\omega + U'(\infty)\mu^s[M], \quad U'(\infty) := \lim_{r \to \infty} \frac{U(r)}{r}.
\]

We set \( \infty \cdot 0 = 0 \) by convention, and remark that \( U'(\infty) = \lim_{r \to \infty} U'(r) \) holds due to the convexity of \( U \).

**Theorem 5.2 (Lott and Villani’s version).** It holds \( \text{Ric}_N \geq K \) for some \( K \in \mathbb{R} \) and \( N \in [n, \infty] \) if and only if, given any pair of measures \( \mu_0, \mu_1 \in \mathcal{P}^2(M) \) decomposed as \( \mu_i = \rho_i \omega + \mu_i^s \) \((i = 0, 1)\), there is a minimal geodesic \((\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M)\) between them such that

(5.2)

\[
U_\omega(\mu_t) \leq (1 - t)\int \int M \beta_{K,N}^{1-t}(d_g(x,y))U \left( \frac{\rho_0(x)}{\beta_{K,N}^{1-t}(d_g(x,y))} \right) d\pi_x(y) d\omega(x) + t \int \int M \beta_{K,N}^t(d_g(x,y))U \left( \frac{\rho_1(y)}{\beta_{K,N}^t(d_g(x,y))} \right) d\pi_y(x) d\omega(y) + U'(\infty) \{ (1 - t)\mu_0^s[M] + t\mu_1^s[M] \}
\]

holds for all \( U \in \mathcal{DC}_N \) and \( t \in (0,1) \), where \( \pi_x \in \mathcal{P}(M) \mu_0\text{-a.e. } x \) and \( \pi_y \in \mathcal{P}(M) \mu_1\text{-a.e. } y \) denote the disintegrations of \( \pi \) by \( \mu_0 \) and \( \mu_1 \), i.e.,

\[
d\pi(x, y) = d\pi_x(y) d\mu_0(x) = d\pi_y(x) d\mu_1(y).
\]

Recall that \( \mathcal{DC}_N \subset \mathcal{DC}_N \) for \( n \leq N < N' \) (Lemma 3.3). This agrees with the monotonicity \( \text{Ric}_N \leq \text{Ric}_N \) for \( n \leq N \leq N' \). In the case where both \( \mu_0 \) and \( \mu_1 \) are absolutely continuous with respect to \( \omega \), we find

\[
d\pi(x, y) = \rho_0(x) d\pi_x(y) d\omega(x) = \rho_1(y) d\pi_y(x) d\omega(y)
\]
and (5.2) is rewritten in the more symmetric form

\[
U_\omega(\mu_t) \leq (1 - t) \int_{M \times M} \frac{\beta_{K,N}^{-1}(d_g(x,y))}{\rho_0(x)} U\left(\frac{\rho_0(x)}{\beta_{K,N}^{-1}(d_g(x,y))}\right) d\pi(x,y)
+ t \int_{M \times M} \frac{\beta_{K,N}^t(d_g(x,y))}{\rho_1(y)} U\left(\frac{\rho_1(y)}{\beta_{K,N}^t(d_g(x,y))}\right) d\pi(x,y).
\]

It is in fact enough to consider only absolutely continuous measures, the general inequality (5.2) follows by approximating \( \mu_0, \mu_1 \in \mathcal{P}^2(M) \) with absolutely continuous ones. In this sense the essential difference between Theorems 5.1 and 5.2 is their choices of admissible entropies.

Besides Riemannian manifolds, these two versions of curvature-dimension condition are equivalent for metric measure spaces where geodesics do not branch, such as Finsler manifolds and Alexandrov spaces (or for spaces with Riemannian Ricci curvature bounded below in the sense of [7] which are “essentially non-branching,” see recent [57]). In other words, Sturm’s version implies Lott and Villani’s one. Roughly speaking, this implication can be seen by localizing Sturm’s (5.1) thanks to the non-branching property, and then integrating these local inequalities for each \( U \in DC_N \) yields (5.2). The same infinitesimal estimate (Claim 5.8) will appear in our discussion. Theorem 5.2 is extended to general Finsler manifolds by introducing the appropriate notion of the weighted Ricci curvature (see Section 10 and [45]).

General (not necessarily differentiable) metric measure spaces satisfying the condition in Theorem 5.1 or 5.2 are known to behave like Riemannian manifolds of \( \text{Ric} \geq K \) and \( \text{dim} \leq N \) in geometric and analytic respects ([34, 35, 62, 63], [69, Part III]). We shall generalize this technique to \( \varphi \)-relative entropies in the following sections (but only on Riemannian or Finsler manifolds).

### 5.2. \( \varphi \)-relative entropy \( H_\varphi \)

Let \((M, \omega, \varphi, \Psi)\) be an admissible space in the sense of Definition 4.3. We modify \( u_\varphi \) as, for \( r \geq 0 \),

\[
h_\varphi(r) := \begin{cases} 
    u_\varphi(r) & \text{if } L_\varphi = \infty, \\
    u_\varphi(r) - rL_\varphi & \text{if } L_\varphi < \infty.
\end{cases}
\]
We also define

\[ h'_{\varphi}(\infty) := \lim_{r \to \infty} h'_{\varphi}(r) = \begin{cases} \infty & \text{if } L_{\varphi} = \infty, \\ 0 & \text{if } L_{\varphi} < \infty. \end{cases} \]

Note that \( u_{\varphi} \in DC_{N_{\varphi}} \) (by Theorem 3.5 thanks to the admissibility) immediately implies \( h_{\varphi} \in DC_{N_{\varphi}} \). Moreover, if \( L_{\varphi} < \infty \), then \( h_{\varphi} \) is non-increasing and hence non-positive. We set

\[ L^\varphi(M, \omega) := \{ \rho : M \to \mathbb{R} \mid \text{measurable, } h_{\varphi}(\rho) \in L^1(M, \omega) \}, \]

\[ \mathcal{P}^\Psi(M) := \{ \mu \in \mathcal{P}(M) \mid \Psi \in L^1(M^\Psi_{\varphi}, \mu) \} \]

(we will use these notations only in Remark 5.4). Now the Bregman divergence (2.2) leads us to the following generalization of the relative entropy.

**Definition 5.3 (\( \varphi \)-relative entropy).** Given \( \mu \in \mathcal{P}(M) \), letting \( \mu = \rho \omega + \mu^s \) be its Lebesgue decomposition, we define the \( \varphi \)-relative entropy of \( \mu \) by

\[
H_{\varphi}(\mu) := \int_M \{ h_{\varphi}(\rho) - h'_{\varphi}(\sigma) \} d\omega - \int_M h'_{\varphi}(\sigma) d\mu^s + h'_{\varphi}(\infty)\mu^s[M] \\
= \int_M h_{\varphi}(\rho) d\omega - \int_M h'_{\varphi}(\sigma) d\mu + h'_{\varphi}(\infty)\mu^s[M]
\]

if \( h_{\varphi}(\rho) \in L^1(M, \omega) \) and \( h'_{\varphi}(\sigma) \in L^1(M, \mu) \), otherwise we set \( H_{\varphi}(\mu) := \infty \).

Let us summarize several remarks on Definition 5.3.

**Remark 5.4.**

(1) In the second term of (5.4), to be precise, we set

\[
h'_{\varphi}(\sigma) := \begin{cases} l_{\varphi} & \text{if } L_{\varphi} = \infty, \\ l_{\varphi} - L_{\varphi} & \text{if } L_{\varphi} < \infty, \end{cases} \text{ on } M \setminus M^\Psi_{\varphi}.\]

This causes no problem because \( M = M^\Psi_{\varphi} \) if \( l_{\varphi} = -\infty \). The additional condition \( \mu[M^\Psi_{\varphi}] = 1 \) (in other words, \( \mu \in \mathcal{P}(M^\Psi_{\varphi}) \)) will be imposed only when we compare the behavior of \( \Psi \) with that of \( H_{\varphi} \) (as in Theorems 5.7, 8.7 and so forth).

(2) We remark that the condition (A-4) in the admissibility guarantees that \( \sigma \in L^\varphi(M, \omega) \) as well as \( \Psi \in L^1(M^\Psi_{\varphi}, \nu) \). Thus we have \( H_{\varphi}(\nu) \in \mathbb{R} \) (by extending the definition (5.4) verbatim).
Lemma 5.5. Suppose \( H_\varphi \), \( \rho \). We assume \( \rho \in \mathcal{P}(\mathcal{M},\omega) \). Hence, \( \rho \) is more consistent to set \( H_\varphi(\mu) = \infty \) only if \( h_\varphi(\rho) - \rho h_\varphi'(\sigma) \notin L^1(\mathcal{M},\omega) \). However, as we sometimes treat the internal energy \( \int_{\mathcal{M}} h_\varphi(\rho) d\omega \) and the potential energy \( \int_{\mathcal{M}} h_\varphi'(\sigma) d\mu \) separately, we consider the smaller domain in Definition 5.3. This may cause a problem when considering the lower semi-continuity of \( H_\varphi \), whereas we need it only for compact \( \mathcal{M} \) (see Lemma 5.6 below) where \( h_\varphi'(\sigma) \in L^1(\mathcal{M},\mu) \) is always true (so that \( h_\varphi(\rho) \in L^1(\mathcal{M},\omega) \) if and only if \( h_\varphi(\rho) - \rho h_\varphi'(\sigma) \in L^1(\mathcal{M},\omega) \)).

Let us add a comment on the relation between \( \rho \in L^\varphi(\mathcal{M},\omega) \) and \( \mu \in \mathcal{P}\Psi(\mathcal{M}) \). Assume \( L_\varphi < \infty \) and \( \mu = \rho_\omega + \mu_s \in \mathcal{P}\Psi(\mathcal{M}) \). The non-positivity and the convexity of \( h_\varphi \) yield

\[
\int_{\mathcal{M}} |h_\varphi(\rho)| d\omega = -\int_{\mathcal{M}} h_\varphi(\rho) d\omega 
\leq -\int_{\mathcal{M}} \{h_\varphi(\sigma) + h_\varphi'(\sigma)(\rho - \sigma)\} d\omega 
= -\int_{\mathcal{M}} \{h_\varphi(\sigma) - h_\varphi'(\sigma)\sigma\} d\omega - \int_{\mathcal{M}} \rho h_\varphi'(\sigma) d\omega < \infty.
\]

Hence, \( \rho \in L^\varphi(\mathcal{M},\omega) \) automatically holds. One can also see the converse implication (\( \rho \in L^\varphi(\mathcal{M},\omega) \Rightarrow \mu \in \mathcal{P}\Psi(\mathcal{M}) \)) for the special case \( \varphi_m(s) = s^m \) with \( m > 1 \), where \( L_m = \infty \) as in (2.7) ([51, Remark 3.2(2)]).

It is easily observed that \( \nu \) is a unique ground state of \( H_\varphi \) (provided that \( \nu[\mathcal{M}] = 1 \)).

Lemma 5.5. Suppose \( \nu[\mathcal{M}] = 1 \). For any \( \mu = \rho_\omega + \mu_s \in \mathcal{P}(\mathcal{M}) \), we have \( H_\varphi(\mu) \geq H_\varphi(\nu) \) and equality holds if and only if \( \mu = \nu \).

**Proof.** We assume \( H_\varphi(\mu) < \infty \) without loss of generality. Observe that

\[
H_\varphi(\mu) - H_\varphi(\nu) = \int_{\mathcal{M}} \{h_\varphi(\rho) - h_\varphi(\sigma) - h_\varphi'(\sigma)(\rho - \sigma)\} d\omega 
- \int_{\mathcal{M}} h_\varphi'(\sigma) d\mu_s + h_\varphi'(\infty)\mu_s[\mathcal{M}].
\]
On the one hand, if \( \mu^s[M] > 0 \), then the singular part

\[
- \int_M h'_\varphi(\sigma) \, d\mu^s + h'_\varphi(\infty)\mu^s[M]
\]

in (5.5) is positive if \( L_\varphi < \infty \) (recall that \( h'_\varphi(\sigma) = l_\varphi - L_\varphi < 0 \) on \( M \setminus M^g_\varphi \)) or infinity if \( L_\varphi = \infty \). On the other hand, the strict convexity of \( h_\varphi \) implies that the absolutely continuous part

\[
\int_M \{h_\varphi(\rho) - h_\varphi(\sigma) - h'_\varphi(\sigma)(\rho - \sigma)\} \, d\omega
\]

in (5.5) is non-negative and equality holds if and only if \( \rho = \sigma \) \( \omega \)-a.e. Thus, \( H_\varphi(\mu) \geq H_\varphi(\nu) \) and equality holds if and only if \( \mu^s[M] = 0 \) and \( \rho = \sigma \) holds \( \omega \)-a.e. □

Observe from (5.5) that it holds \( D_\varphi(\mu|\nu) = H_\varphi(\mu) - H_\varphi(\nu) \) for any absolutely continuous measure \( \mu \) with respect to \( \omega \). Thus the Bregman divergence \( D_\varphi(\mu|\nu) \) measures the difference between the entropies at \( \mu \) and the ground state \( \nu \). In [51], we have studied the specific function \( \varphi_m(s) = s^{2-m} \) and the associated \( m \)-relative entropy \( H_m(\mu|\nu) \) for \( m \in [(n-1)/n, 1) \cup (1, \infty) \).

In the present context, \( H_m(\mu|\nu) \) coincides with \( H_{\varphi_m}(\mu) - H_{\varphi_m}(\nu) \).

The following lemma will be used in Section 8 (Claim 8.8) to construct a discrete approximation of the gradient flow of \( H_\varphi \), where \( M \) is assumed to be compact.

**Lemma 5.6.** Let \( M \) be compact. Then the \( \varphi \)-relative entropy \( H_\varphi \) is lower semi-continuous with respect to the weak topology, that is to say, if a sequence \( \{\mu_i\}_{i \in \mathbb{N}} \subset \mathcal{P}(M) \) weakly converges to \( \mu \in \mathcal{P}(M) \), then we have

\[
H_\varphi(\mu) \leq \liminf_{i \to \infty} H_\varphi(\mu_i).
\]

**Proof.** We divide \( H_\varphi(\mu) \) into two parts as

\[
H^{(1)}_\varphi(\mu) := \int_M h_\varphi(\rho) \, d\omega + h'_\varphi(\infty)\mu^s[M], \quad H^{(2)}_\varphi(\mu) := - \int_M h'_\varphi(\sigma) \, d\mu,
\]

where \( \mu = \rho \omega + \mu^s \). Note that \( \|h'_\varphi(\sigma)\|_\infty < \infty \) thanks to the compactness of \( M \) (recall Remark 5.4(1)). Then \( H^{(2)}_\varphi(\mu) \) is clearly continuous in \( \mu \) and the lower semi-continuity of \( H^{(1)}_\varphi(\mu) \) follows from [35, Theorem B.33]. □
5.3. Displacement convexity of $H_\varphi$

In our previous work [51], we showed that the displacement $K$-convexity of the $m$-relative entropy $H_m(\mu|\nu) = H_{\varphi_m}(\mu) - H_{\varphi_m}(\nu)$ with respect to $\mu \in \mathcal{P}^2(M)$ is equivalent to the combination of $\text{Ric}_N \geq 0$ and $\text{Hess} \Psi \geq K$, where $N = 1/(1 - m)$ ([51, Theorem 4.1]). This characterization can be regarded as to correspond to Sturm’s version of the curvature-dimension condition (5.1) ($\text{Hess} H_m(\cdot|\nu) \geq K$ and (5.1) actually coincide if $\Psi$ is constant and $K = 0$). In the reminder of the section, we shall consider the convexity of appropriate families of the $\varphi$-relative entropies corresponding to Lott and Villani’s version of the curvature-dimension condition (5.2). Recall (2.3) for the definition of $\theta_{\varphi}$.

**Theorem 5.7 (Displacement convexity of families of $H_\varphi$).** Given $K \in \mathbb{R}$, $N \in \mathbb{R}\setminus(-1,n)$ and an admissible space $(M,\omega,\varphi_m,\Psi)$, the following three conditions are mutually equivalent, where $m = (N - 1)/N$:

(A) We have $\text{Ric}_N \geq 0$ and $\text{Hess} \Psi \geq K$ on $M_{\varphi_m}$.

(B) For any $\mu_0, \mu_1 \in \mathcal{P}^2(M)$ with $\mu_0[M_{\varphi_m}] = \mu_1[M_{\varphi_m}] = 1$ such that any pair of points $x_i \in \text{supp} \mu_i \cap M_{\varphi_m}$ ($i = 0, 1$) are joined by some minimal geodesic contained in $M_{\varphi_m}$, there exists a minimal geodesic $(\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M_{\varphi_m})$ along which

$$H_{\varphi_m}(\mu_t) \leq (1 - t)H_{\varphi_m}(\mu_0) + tH_{\varphi_m}(\mu_1) - \frac{K}{2} (1 - t)tW_2(\mu_0, \mu_1)^2$$

holds for all $t \in [0,1]$.

(C) Take any $\varphi$ with $\theta_{\varphi} \leq 2 - m$ such that $(M,\omega,\varphi,\Psi)$ is admissible. Then, for any $\mu_0, \mu_1 \in \mathcal{P}^2(M)$ with $\mu_0[M_{\varphi}] = \mu_1[M_{\varphi}] = 1$, such that any pair of points $x_i \in \text{supp} \mu_i \cap M_{\varphi}$ ($i = 0, 1$) are joined by some minimal geodesic contained in $M_{\varphi}$, there exists a minimal geodesic $(\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M_{\varphi})$ along which

(5.6) $$H_{\varphi}(\mu_t) \leq (1 - t)H_{\varphi}(\mu_0) + tH_{\varphi}(\mu_1) - \frac{K}{2} (1 - t)tW_2(\mu_0, \mu_1)^2$$

holds for all $t \in [0,1]$.

**Proof.** The equivalence between (A) and (B) has been established in [51, Theorem 4.1]. As (C) $\Rightarrow$ (B) is trivial (recall $\theta_{\varphi_m} = 2 - m$, see Section 2.4), it is enough to show (A) $\Rightarrow$ (C).
We can assume that both $H_\varphi(\mu_0)$ and $H_\varphi(\mu_1)$ are finite, otherwise the assertion (5.6) is obvious. We first consider the case where both $\mu_0$ and $\mu_1$ are absolutely continuous with respect to $\omega$. By Theorem 2.6, there exists an almost everywhere twice differentiable function $\phi : \Omega \rightarrow \mathbb{R}$ with $\mu_0[\Omega] = 1$ such that the map $T_t(x) := \exp_x(t\nabla \phi(x)) \ (t \in [0,1])$ gives the unique minimal geodesic $\mu_t := (T_t)_2 \mu_0$ from $\mu_0$ to $\mu_1$. Given $\mu_0$-a.e. $x$, $T_1(x)$ is not a cut point of $x$ due to [20, Proposition 4.1], so that the geodesic $(T_t(x))_{t \in [0,1]}$ is unique and contained in $M^\Psi$. Put $\mu_t = \rho_t \omega$ and $J_t^\omega(x) := e^{f(x)-f(T_t(x))} det( DT_t(x))$. By the change of variables formula with the Jacobian equation $(\rho_t \circ T_t)J_t^\omega = \rho_0 \mu_0$-a.e. (Theorem 2.7), we deduce that

$$H_\varphi^{(1)}(\mu_t) := \int_M h_\varphi(\rho_t) d\omega = \int_M h_\varphi(\rho_t(T_t))J_t^\omega d\omega$$

$$= \int_M h_\varphi \left( \frac{\rho_0}{J_t^\omega} \right) \frac{J_t^\omega}{\rho_0} d\mu_0 = \int_M \psi \left( \left( \frac{J_t^\omega}{\rho_0} \right)^{1/N} \right) d\mu_0,$$

where we set $\psi(r) := r^N h_\varphi(r^{-N})$. As Theorem 3.5 together with the monotonicity of $\mathcal{DC}_N$ in $m$ (Lemma 3.3) ensures $h_\varphi \in \mathcal{DC}_N$, the function $\psi(r)$ is non-increasing (resp. non-decreasing) and convex in $r$ if $N \geq 1$ (resp. $N < 0$) due to Lemma 3.2.

Then the essential ingredient is the concavity of $NJ_t^\omega(x)^{1/N}$ as in the next claim. We give a sketch of the proof for completeness (see [63] or [45] for a detailed proof, where a more delicate estimate under $\text{Ric}_N \geq K$ for general $K \in \mathbb{R}$ is discussed).

**Claim 5.8.** Under $\text{Ric}_N \geq 0$, $NJ_t^\omega(x)^{1/N}$ is concave in $t$ for $\mu_0$-a.e. $x$.

**Proof.** Take an orthonormal basis $\{e_i\}_{i=1}^n$ of $T_x M$ and extend each $e_i$ to the vector field $E_i(t) := D(T_t)_x(e_i)$ for $t \in [0,1]$. Note that every $E_i$ is a Jacobi field along the geodesic $\gamma(t) := T_t(x)$, since $T_t$ is a transport along geodesics. Let us consider the $n \times n$ matrix-valued functions $A(t) = (a_{ij}(t))$ and $B(t) = (b_{ij}(t))$ given by, denoting by $D_\gamma$ the covariant derivative along $\gamma$,

$$a_{ij}(t) := \langle E_i(t), E_j(t) \rangle, \quad D_\gamma E_i(t) = \sum_{j=1}^n b_{ij}(t)E_j(t).$$

Observe that $J_t^\omega(x) = e^{f(x)-f(\gamma(t))} \sqrt{\det A(t)}$. We see by calculations $A' = 2BA$ and $A'' = -2\text{Ric}_\gamma + 2B^2A$, where we set $\text{Ric}_\gamma := ((R(E_i, \gamma))\gamma, E_j))_{i,j=1}^n$ and $R$ stands for the Riemannian curvature tensor of $(M, g)$. Combining
these with the symmetry of $B$, we have

$$
\frac{d^2}{dt^2} \left[ (\det A)^{1/2n} \right] = \left\{ \frac{(\text{tr } B)^2}{n} - \text{tr}(\text{Ric}_\gamma A^{-1}) - \text{tr}(B^2) \right\} \frac{(\det A)^{1/2n}}{n} \\
\leq -\frac{\text{Ric}(\gamma)}{n} (\det A)^{1/2n}.
$$

Put

$$
v(t) := J_t^{\omega}(x)^{1/N}, \quad v_1(t) := e^{f(x)-f(\gamma(t))}/(N-n), \quad v_2(t) := \{\det A(t)\}^{1/2n}.
$$

As $v = v_1^{(N-n)/N} \cdot v_2^{n/N}$, we obtain

$$
N v^{-1} v'' = (N-n) v_1^{-1} v''_1 + n v_2^{-1} v''_2 - \frac{(N-n)n}{N} (v_1^{-1} v'_1 - v_2^{-1} v'_2)^2 \\
\leq -(f \circ \gamma)'' + \left\{ \frac{(f \circ \gamma)'^2}{N-n} \right\} - \text{Ric}(\gamma) = -\text{Ric}_N(\gamma).
$$

Note that the range of $N \in (-\infty, 0) \cup [n, \infty)$ is essential here for making $(N-n)/N$ non-negative. Thus, the assumption $\text{Ric}_N \geq 0$ implies $N v'' \leq 0$, so that $N v = N J_t^{\omega}(x)^{1/N}$ is concave in $t$. □

Therefore we have, as $J_0^{\omega} \equiv 1$,

$$
(5.7) \quad \psi \left( (J_t^{\omega}/\rho_0)^{1/N} \right) \leq \psi \left( (1-t)(1/\rho_0)^{1/N} + t(J_1^{\omega}/\rho_0)^{1/N} \right) \\
\leq (1-t) \psi \left( (1/\rho_0)^{1/N} \right) + t \psi \left( (J_1^{\omega}/\rho_0)^{1/N} \right)
$$

$\mu_0$-a.e. This implies

$$
(5.8) \quad H^{(1)}_{\psi}(\mu_t) = \int_M \psi \left( \left( \frac{J_t^{\omega}}{\rho_0} \right)^{1/N} \right) d\mu_0 \\
\leq \int_M \left\{ (1-t) \psi \left( \left( \frac{1}{\rho_0} \right)^{1/N} \right) + t \psi \left( \left( \frac{J_1^{\omega}}{\rho_0} \right)^{1/N} \right) \right\} d\mu_0 \\
= (1-t) H^{(1)}_{\psi}(\mu_0) + t H^{(1)}_{\psi}(\mu_1).
$$

On the other hand, it follows from Hess $\Psi \geq K$ that

$$
\int_M \Psi d\mu_t = \int_M \Psi(T_t) d\mu_0 \\
\leq \int_M \left\{ (1-t)\Psi(T_0) + t\Psi(T_1) - \frac{K}{2} (1-t)td_g(T_0, T_1)^2 \right\} d\mu_0,
$$
and hence

\begin{equation}
H^{(2)}_\varphi(\mu_t) := -\int_M h'_\varphi(\sigma) \, d\mu_t \\
\leq (1-t)H^{(2)}_\varphi(\mu_0) + tH^{(2)}_\varphi(\mu_1) - \frac{K}{2}(1-t)tW_2(\mu_0, \mu_1)^2.
\end{equation}

Combining (5.8) with (5.9), we obtain the desired inequality (5.6).

Let us next consider the case where \(\mu_0\) or \(\mu_1\) has non-trivial singular part. We may assume \(L\varphi < \infty\), otherwise (5.6) trivially holds by the definition of \(h'_\varphi(\infty)\). Decompose \(\mu_0\) and \(\mu_1\) as \(\mu_0 = \rho_0 \omega + \mu^s_0\) and \(\mu_1 = \rho_1 \omega + \mu^s_1\), and take an optimal coupling \(\pi\) of \(\mu_0\) and \(\mu_1\). Let \(p_1, p_2 : M \times M \to M\) denote the projections to the first and second components. Now, \(\pi\) is decomposed into four parts

\[\pi = \pi_{aa} + \pi_{as} + \pi_{sa} + \pi_{ss}\]

such that \(p_1)_\sharp(\pi_{aa}), (p_1)_\sharp(\pi_{as}), (p_2)_\sharp(\pi_{aa})\) and \( (p_2)_\sharp(\pi_{sa})\) are absolutely continuous and that \(p_1)_\sharp(\pi_{sa}), (p_1)_\sharp(\pi_{ss}), (p_2)_\sharp(\pi_{as})\) and \(p_2)_\sharp(\pi_{ss})\) are singular or null measures. We divide optimal transport between \(\mu_0\) and \(\mu_1\) into two parts, corresponding to \(\pi - \pi_{ss}\) and \(\pi_{ss}\). For \(\hat{\mu}_0 := (p_1)_\sharp(\pi - \pi_{ss})\) and \(\hat{\mu}_1 := (p_2)_\sharp(\pi - \pi_{ss})\), Theorem 2.6 guarantees the existence of a geodesic

\[\hat{\mu}_t \in (1 - \pi_{ss}[M \times M]) \cdot \mathcal{P}^2_{ac}(M, \omega), \quad t \in (0, 1),\]

(i.e., \(\hat{\mu}_t[M] = 1 - \pi_{ss}[M \times M]\)) such that \(\hat{\mu}_t[M]^\Psi = \hat{\mu}_t[M]\). Setting \(\hat{\mu}_t = \hat{\rho}_t \omega\), we observe

\[
\int_M h_\varphi(\hat{\rho}_t) \, d\omega \leq (1-t) \int_M h_\varphi(\rho_0) \, d\omega + t \int_M h_\varphi(\rho_1) \, d\omega, \\
- \int_M h'_\varphi(\sigma) \, d\hat{\mu}_t \leq -(1-t) \int_M h'_\varphi(\sigma) \, d\hat{\mu}_0 - t \int_M h'_\varphi(\sigma) \, d\hat{\mu}_1 \\
\quad - \frac{K}{2}(1-t)t \int_{M \times M} d_\varphi(x, y)^2 \, d(\pi - \pi_{ss})(x, y).
\]

To be precise, in the first inequality, we used \(h_\varphi \leq 0\) along the transports corresponding to \(\pi_{as}\) and \(\pi_{sa}\). By Proposition 2.5, we find a minimal geodesic

\[\hat{\mu}_t = \hat{\rho}_t \omega + \hat{\mu}_t^s \in \pi_{ss}[M \times M] \cdot \mathcal{P}_2(M)\]
from \( \tilde{\mu}_0 := (p_1)_{\pi}(\pi_{ss}) \) to \( \tilde{\mu}_1 := (p_2)_{\pi}(\pi_{ss}) \) realized through a family of geodesics in \( M_\varphi^\Psi \). Then the condition \( \text{Hess } \Psi \geq K \) implies

\[
- \int_M h_\varphi'(\sigma) \, d\tilde{\mu}_t \leq -(1 - t) \int_M h_\varphi'(\sigma) \, d\tilde{\mu}_0 - t \int_M h_\varphi'(\sigma) \, d\tilde{\mu}_1 - \frac{K}{2} (1 - t) t \int_{M \times M} g(x, y)^2 \, d\pi_{ss}(x, y).
\]

We put \( \mu_t := \hat{\mu}_t + \tilde{\mu}_t \) and conclude that

\[
H_\varphi(\mu_t) = \int_M h_\varphi(\hat{\rho}_t + \tilde{\rho}_t) \, d\omega - \int_M h_\varphi'(\sigma) \, d\mu_t \\
\leq \int_M h_\varphi(\hat{\rho}_t) \, d\omega - \int_M h_\varphi'(\sigma) \, d(\hat{\mu}_t + \tilde{\mu}_t) \\
\leq (1 - t) H_\varphi(\mu_0) + t H_\varphi(\mu_1) - \frac{K}{2} (1 - t) t W_2(\mu_0, \mu_1)^2,
\]

where we used the fact that \( h_\varphi \) is non-increasing (since \( L_\varphi < \infty \)) in the second line. \( \square \)

**Remark 5.9.** Recall that \( M_\varphi^\Psi = M_{\varphi_m} = M \) if \( l_\varphi = -\infty \) by definition (and admissibility). Hence, the condition in (B) and (C) that \( \text{supp } \mu_0 \) and \( \text{supp } \mu_1 \) are connected in \( M_\varphi^\Psi \) is non-trivial only if \( l_\varphi > -\infty \). Even when \( l_\varphi > -\infty \), Lemma 4.2(i) guarantees that \( M_\varphi^\Psi \) is totally convex if \( \text{Hess } \Psi \geq K > 0 \).

In the limit case of \( N = \infty \) (\( m = 1 \)), we can follow the proof of (A) \( \Rightarrow \) (C) using \( \psi(r) = e^r h_\varphi(e^{-r}) \) as well as the concavity of \( \log(J^\omega_t(x)) \). However, the implication (B) \( \Rightarrow \) (A) is not true. This is because the two weights \( f \) and \( \Psi \) are synchronized as \( \nu = e^{-f-\Psi} \text{vol}_g \) and we can control only the behavior of \( f + \Psi \) (see the proof of (B) \( \Rightarrow \) (A) sketched in the next subsection).

Instead, one can see from Theorem 5.2 that \( \text{Ric}_\infty \geq K \) (of \( (M, \omega) \)) implies the \( \lambda_{K,U} \)-convexity of \( U_\omega \) for all \( U \in \mathcal{D}_\infty \), where

\[
\lambda_{K,U} := \inf_{r > 0} K \frac{r U''(r) - U(r)}{r} = \begin{cases} K \lim_{r \downarrow 0} \{r U''(r) - U(r)\}/r & (K > 0), \\ 0 & (K = 0), \\ K \lim_{r \to \infty} \{r U''(r) - U(r)\}/r & (K < 0) \end{cases}
\]

([35, Theorem 7.3], [69, Theorem 30.5]).

**6. Functional inequalities**

If \( \text{Ric}_{\varphi_\omega} \geq 0 \) and \( \text{Hess } \Psi \geq K \) for some \( K > 0 \), then we can obtain variants of the Talagrand inequality, the HWI inequality, the logarithmic Sobolev
inequality and the global Poincaré inequality. These are derived from fundamental properties of convex functions along the lines of [53] and [35, Section 6] (see also [51, Section 5] where we studied the special case of the \( m \)-relative entropies). We will impose only the strictly weaker condition \( \text{Hess} \varphi \geq K > 0 \) (for single \( \varphi \)) in the \( \varphi \)-Talagrand inequality for the use in the next section.

For \( \mu = \rho \omega \in \mathcal{P}^2_{\operatorname{ac}}(M, \omega) \) with \( \mu[M^\Psi] = 1 \), we define the \( \varphi \)-relative Fisher information with respect to \( \nu = \sigma \omega \) by

\[
I_{\varphi}(\mu) := \int_M |\nabla[\ln \varphi(\rho) - \ln \varphi(\sigma)]|^2 d\mu = \int_M \left| \frac{\nabla \rho}{\varphi(\rho)} + \nabla \Psi \right|^2 d\mu
\]

provided that it is well-defined, otherwise we set \( I_{\varphi}(\mu) := \infty \). This quantity describes the directional derivatives of \( H_{\varphi} \) as follows. (At this point the treatment in [51] was somewhat too rough, the argument in the present paper is correct.)

**Proposition 6.1 (Directional derivatives of \( H_{\varphi} \)).** Let \((M, \omega, \varphi, \Psi)\) be an admissible space with \( \text{Ric}_{N, \varphi} \geq 0 \) and \( \text{Hess} \Psi \geq K \) on \( M^\Psi \) for some \( K \in \mathbb{R} \), and \( \mu = \rho \omega \in \mathcal{P}^2_{\operatorname{ac}}(M, \omega) \) be such that \( \mu[M^\Psi] = 1 \), \( H_{\varphi}(\mu) < \infty \), \( \rho h'_{\varphi}(\rho) - h_{\varphi}(\rho) \in H^1_{\text{loc}}(M) \) and that \( |\nabla \rho/\varphi(\rho) + \nabla \Psi| \in L^2(M, \mu) \). Take a minimal geodesic \((\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M)\) emanating from \( \mu_0 = \mu \) generated by a locally semi-convex function \( \phi : M \rightarrow \mathbb{R} \) as \( \mu_t = (T_t)_* \mu \) with \( T_t(x) = \exp_x(t \nabla \phi(x)) \). If \( \varphi < 1 \), then we further suppose that \( \text{supp} \mu_0 \) and \( \text{supp} \mu_1 \) are compact. Then we have

\[
\liminf_{t \downarrow 0} \frac{H_{\varphi}(\mu_t) - H_{\varphi}(\mu)}{t} \geq \int_M \left( \frac{\nabla \rho}{\varphi(\rho)} + \nabla \Psi, \nabla \phi \right) d\mu.
\]

Moreover, equality holds in (6.2) (with \( \lim_{t \downarrow 0} \) in place of \( \liminf_{t \downarrow 0} \)) if \( \phi \in C^\infty_c(M) \).

**Proof.** We first deduce equality in (6.2) for \( \phi \in C^\infty_c(M) \). Put \( \mu_t = \rho_t \omega \) and \( J^\omega_t := e^{f-f(T_t)} \det(DT_t) \) as in the proof of Theorem 5.7. We follow the calculation in Theorem 5.7 and see

\[
H_{\varphi}(\mu_t) - H_{\varphi}(\mu) = \int_M \left\{ h_{\varphi} \left( \frac{\rho}{J^\omega_t} \right) J^\omega_t - h_{\varphi}(\rho) \right\} d\omega - \int_M \left\{ h'_{\varphi}(\sigma \circ T_t) - h'_{\varphi}(\sigma) \right\} d\mu.
\]
By the convexity (5.7) of \( h_\varphi(\rho / J_t^\omega) J_t^\omega \) in \( t \) and \( \text{Hess} \Psi \geq K \), we can apply the monotone convergence theorem and obtain

\[
\lim_{t \downarrow 0} \frac{H_\varphi(\mu_t) - H_\varphi(\mu)}{t} = \int_M \lim_{t \downarrow 0} \frac{h_\varphi(\rho / J_t^\omega) J_t^\omega - h_\varphi(\rho)}{t} \, d\omega + \int_M \langle \nabla \Psi, \nabla \phi \rangle \, d\mu.
\]

Note that, by using the weighted Laplacian \( \Delta_\omega \) introduced at the beginning of Section 8.3 below,

\[
\lim_{t \downarrow 0} \frac{J_t^\omega - 1}{t} = \lim_{t \downarrow 0} \frac{e^{f - f(T_t)} \det(D T_t) - 1}{t} = \text{tr}(\text{Hess} \phi) - \langle \nabla \phi, \nabla f \rangle = \Delta_\omega \phi.
\]

Thus, we have

\[
\lim_{t \downarrow 0} \frac{h_\varphi(\rho / J_t^\omega) J_t^\omega - h_\varphi(\rho)}{t} = \left\{ h_\varphi(\rho) - h'_\varphi(\rho) \rho \right\} \lim_{t \downarrow 0} \frac{J_t^\omega - 1}{t} = \left\{ h_\varphi(\rho) - h'_\varphi(\rho) \rho \right\} \Delta_\omega \phi.
\]

Therefore, we conclude by the integration by parts for \( \Delta_\omega \) (since \( \phi \notin C^\infty_c(M) \))

\[
\lim_{t \downarrow 0} \frac{H_\varphi(\mu_t) - H_\varphi(\mu)}{t} = \int_M \langle \nabla [h'_\varphi(\rho) \rho - h_\varphi(\rho)] + \rho \nabla \Psi, \nabla \phi \rangle \, d\omega
\]

\[
= \int_M \left\langle \frac{\nabla \rho}{\varphi(\rho)} + \nabla \Psi, \nabla \phi \right\rangle \, d\mu.
\]

In the case of \( \phi \notin C^\infty_c(M) \), we need to take care about the last step of integration by parts. If \( \theta_\varphi \geq 1 \) (equivalently, \( N_\varphi \in [n, \infty] \cap (2, \infty) \)), then we can directly apply [69, Theorem 23.14] to see (6.2). For \( \theta_\varphi < 1 \), the same proof (Step 3 in [69, Theorem 23.14]) still works provided that \( \text{supp} \mu_0 \) and \( \text{supp} \mu_1 \) are compact. \( \square \)

**Remark 6.2.** Let us add some more remarks on the case of \( \theta_\varphi < 1 \). A large part of the proof of [69, Theorem 23.14] also works in this case (even without the approximation procedure based on [69, Proposition 17.7]). Proposition 2.12(i) ensures \( \ell_\varphi > -\infty \), so that \( u_\varphi(r) \geq \ell_\varphi r \) for all \( r \geq 0 \), and Lemma 2.9 shows

\[
\frac{s}{\varphi(s)} \leq \left( \frac{s}{t} \right)^{1-\theta_\varphi} \frac{t}{\varphi(t)} \leq \frac{t}{\varphi(t)}
\]

for all \( 0 < s < t \), which corresponds to [69, (23.52)] with \( A = \infty \) (hence (23.53) and (23.54) are unnecessary). Note that \( p'(s) \) in [69] is \( s/\varphi(s) \) in
our context. The only problem is that \( s/\varphi(s) \) is never bounded for large \( s \), as seen from the model case of \( s/\varphi_m(s) = s^{m-1} \) with \( m > 1 \). The boundedness is used to guarantee \( p'(\rho) \in L^2(\mu_0, \mu) \), so that we can assume \( \rho/\varphi(\rho) \in L^2(M, \mu) \) instead of the compactness of \( \text{supp} \mu_0 \cup \text{supp} \mu_1 \) in Proposition 6.1 above.

We assume \( \nu[M] = 1 \) by scaling (recall Remark 4.6), and prove functional inequalities associated with \( H_\varphi \).

**Theorem 6.3.** Let \( (M, \omega, \varphi, \Psi) \) be admissible with \( \nu \in \mathcal{P}_{ac}^2(M, \omega) \). We set \( H_\nu := H_\varphi(\nu) \) for brevity.

(i) (\( \varphi \)-Talagrand inequality) Suppose that \( \text{Hess} H_\varphi \geq K \) for some \( K > 0 \). For any \( \mu \in \mathcal{P}^2(M) \), we have

\[
W_2(\mu, \nu) \leq \sqrt{\frac{2}{K} (H_\varphi(\mu) - H_\nu)}.
\]

(ii) (\( \varphi \)-HWI, \( \varphi \)-logarithmic Sobolev inequalities) Assume \( \text{Ric} \geq 0 \) and \( \text{Hess} \Psi \geq K \) on \( M_\varphi^\Psi \) for some \( K > 0 \). Given \( \mu = \rho \omega \in \mathcal{P}_{ac}^2(M) \) with \( \mu[M_\varphi^\Psi] = 1 \) such that \( H_\varphi(\mu) < \infty \) and that \( \rho \) is locally Lipschitz, we have

\[
H_\varphi(\mu) - H_\nu \leq \sqrt{I_\varphi(\mu) \cdot W_2(\mu, \nu) - \frac{K}{2} W_2(\mu, \nu)^2},
\]

\[
H_\varphi(\mu) - H_\nu \leq \frac{1}{2K} I_\varphi(\mu).
\]

(iii) (\( \varphi \)-global Poincaré inequality) Let \( (M, g) \) be compact and \( \varphi \) be \( C^1 \), and assume \( \text{Ric} \geq 0 \) and \( \text{Hess} \Psi \geq K \) on \( M_\varphi^\Psi \) for some \( K > 0 \). Then for any Lipschitz function \( w : M_\varphi^\Psi \to \mathbb{R} \) such that \( \int_{M_\varphi^\Psi} w^2 d\sigma = 0 \), we have

\[
\int_{M_\varphi^\Psi} \frac{w^2}{\varphi(\sigma)} d\nu \leq \frac{1}{K} \int_{M_\varphi^\Psi} \left| \nabla \left( \frac{w\sigma}{\varphi(\sigma)} \right) \right|^2 d\nu.
\]

**Proof.** We first remark that \( M_\varphi^\Psi \) is totally convex if \( \text{Hess} \Psi \geq K > 0 \) (see Lemma 4.2 and Remark 5.9 as well). Thus \( M_\varphi^\Psi \) is totally convex in (ii) and (iii).

(i) There is nothing to prove if \( H_\varphi(\mu) = \infty \), so that we assume \( H_\varphi(\mu) < \infty \). By the hypothesis \( \text{Hess} H_\varphi \geq K \), there is a minimal geodesic
(μₜ)_{t \in [0,1]} \subset \mathcal{P}^2(M)$ from $μ₀ = μ$ to $μ₁ = ν$ such that

\begin{equation}
0 \leq H_φ(μₜ) - H_ν \leq (1 - t)H_φ(μ) - (1 - t)H_ν - \frac{K}{2} (1 - t)W₂(μ, ν)^2
\end{equation}

for all $t \in [0,1]$. Dividing both sides with $1 - t$ and letting $t$ go to 1, we obtain the desired inequality (6.3).

(ii) As the case of $I_φ(μ) = ∞$ is trivial, we assume $I_φ(μ) < ∞$. For the minimal geodesic $(μₜ)_{t \in [0,1]}$ from $μ₀ = μ$ to $μ₁ = ν$, Theorem 2.6 ensures that $μₜ \in \mathcal{P}^2_{ac}(M, ω)$ for all $t \in [0,1]$ and there is a locally semi-convex function $φ$ such that $μₜ = (Tₜ)_♯μ$ with $Tₜ(x) = \exp_x(t∇φ(x))$. Due to (6.7), we have

\begin{equation}
\frac{H_φ(μₜ) - H_φ(μ)}{t} \leq -H_φ(μ) + H_ν - \frac{K}{2} (1 - t)W₂(μ, ν)^2.
\end{equation}

Moreover, Proposition 6.1 shows that

\[ \liminf_{t \downarrow 0} \frac{H_φ(μₜ) - H_φ(μ)}{t} \geq \int_M \langle \nabla[ln φ(ρ) - ln φ(σ)], \nabla φ \rangle \, dμ. \]

We remark that $M_φ^Q$ is bounded if $θ_φ < 1$ (by Proposition 2.12(i) and Lemma 4.2(i)), so that Proposition 6.1 is certainly available. We obtain from the Cauchy–Schwarz inequality that

\[ \liminf_{t \downarrow 0} \frac{H_φ(μₜ) - H_φ(μ)}{t} \]

\begin{align*}
&\geq - \left( \int_M |\nabla[ln φ(ρ) - ln φ(σ)]|^2 \, dμ \right)^{1/2} \left( \int_M |∇φ|^2 \, dμ \right)^{1/2} \\
&= - \sqrt{I_φ(μ)} \cdot W₂(μ, ν),
\end{align*}

where the last equality follows from

\[ |∇φ(x)| = d_g(x, \exp_x(∇φ)) = d_g(T₀(x), T₁(x)) \quad \mu\text{-a.e. } x. \]

Combining this with (6.8), we obtain (6.4). By completing the square, we deduce (6.5) from (6.4) as

\begin{align*}
\sqrt{I_φ(μ)} \cdot W₂(μ, ν) - \frac{K}{2} W₂(μ, ν)^2 \\
&= - \frac{K}{2} \left( W₂(μ, ν) - \frac{1}{K} \sqrt{I_φ(μ)} \right)^2 + \frac{I_φ(μ)}{2K} \leq \frac{I_φ(μ)}{2K}.
\end{align*}
(iii) For small $\varepsilon > 0$, we put $\mu = \rho \omega := (1 + \varepsilon w)\sigma \omega$. We remark that $H_\varphi(\mu)$ and $I_\varphi(\mu)$ are finite as $M$ is compact. It follows from (6.5) that

$$
\int_{M_\varphi^*} \{ u_\varphi(\rho) - u_\varphi(\sigma) - u'_\varphi(\sigma)(\rho - \sigma) \} \, d\omega
\leq \frac{1}{2K} \int_{M_\varphi^*} |\nabla [\ln u_\varphi(\rho) - \ln u_\varphi(\sigma)]|^2 \, d\mu.
$$

On the one hand, we have by expansion

$$
u \varphi(\sigma)) = \frac{(\rho - \sigma)^2}{2} u_\varphi''(\sigma) + O((\rho - \sigma)^3)
= \frac{\varepsilon^2 w^2 \sigma^2}{2 \varphi(\sigma)} + O(\varepsilon^3),
$$

where $O(\varepsilon^3)$ is uniform on $M$ (for fixed $w$) thanks to the compactness of $M$. On the other hand, it holds

$$|\nabla [\ln u_\varphi(\rho) - \ln u_\varphi(\sigma)]|^2 = |\nabla [(\rho - \sigma) \ln u_\varphi'(\sigma) + O((\rho - \sigma)^2)]|^2
= |\nabla \left( \frac{\varepsilon w \sigma}{\varphi(\sigma)} \right) + O(\varepsilon^2)|^2 = \varepsilon^2 |\nabla \left( \frac{w \sigma}{\varphi(\sigma)} \right)|^2 + O(\varepsilon^3).
$$

Thus we have, letting $\varepsilon$ go to zero,

$$
\int_{M_\varphi^*} \frac{w^2 \sigma}{\nu \varphi(\sigma)} \, d\nu = \int_{M_\varphi^*} \frac{w^2 \sigma^2}{\nu \varphi(\sigma)} \, d\omega
\leq \frac{1}{K} \int_{M_\varphi^*} \left| \nabla \left( \frac{w \sigma}{\varphi(\sigma)} \right) \right|^2 \, d\nu.
$$

The $\varphi$-Talagrand inequality (6.3) is regarded as a comparison between the distance functions appearing in Wasserstein geometry and information geometry, since the square root of the Bregman divergence behaves like a distance function (see Subsection 2.3). Note that, in the $\varphi$-global Poincaré inequality (6.6), the usual global Poincaré inequality $\int_M w^2 \, d\nu \leq K^{-1} \int_M |\nabla w|^2 \, d\nu$ is indeed recovered when $\varphi(s) = \varphi_1(s) = s$. Other inequalities are also clearly reduced to the usual ones for $\varphi = \varphi_1$.

### 7. Concentration of measures

The aim of this section is to derive the concentration of measures from the $\varphi$-Talagrand inequality (6.3). Let us assume $\nu[M] = 1$ (see Remark 4.6) and
define the *concentration function* by
\[
\alpha(r) = \alpha_{(M,\nu)}(r) := \sup \{1 - \nu[B(A, r)] | A \subset M: \text{measurable}, \nu[A] \geq 1/2\}
\]
for \(r > 0\), where \(B(A, r) := \{y \in M | \inf_{x \in A} d_g(x, y) < r\}\). The function \(\alpha\) describes how the probability measure \(\nu\) is concentrating on the neighborhood of an arbitrary set \(A\) of half the total measure in a quantitative way (in other words, a kind of large (or moderate) deviation principle). Equivalently, \(\alpha\) measures how any 1-Lipschitz function is close to the constant function at its mean. We refer to the excellent book [32] for an introduction to the concentration of measure phenomenon.

In the classical case of \(\varphi_1(s) = s\), the Talagrand inequality (6.3) implies the normal concentration \(\alpha(r) \leq C \exp(-cr^2)\) or equivalently \(\alpha(r)^{-1} \geq C^{-1} \exp(cr^2)\) with constants \(c, C > 0\) depending only on \(K\) (see [32, Section 6.1]). For general \(\varphi\), we will similarly derive from (6.3) the \(m\)-normal concentration involving the \(m\)-exponential function \(e_m\) (see Subsection 2.4).

Precisely, we have \(\alpha(r) \leq C e_m(-cr^2)\) with \(m = m(\varphi) \leq 2 - \theta_\varphi\) if \(\theta_\varphi > 1\), and \(\alpha(r)^{-1} \geq C^{-1} e_m(cr^2)\) with \(m = m(\varphi) \geq 2 - \theta_\varphi\) if \(\theta_\varphi \leq 1\) (Theorem 7.9).

### 7.1. General estimate

For each measurable set \(A \subset M\) with \(0 < \nu[A] < \infty\), denote the normalized restriction of \(\nu\) on \(A\) by
\[
\nu_A := \frac{\chi_A}{\nu[A]} \nu \in \mathcal{P}_{ac}(M, \omega).
\]
To analyze its entropy \(H_\varphi(\nu_A)\), we introduce the function
\[
U(\xi, t) := u_\varphi\left(\frac{\xi}{t}\right) - \frac{\xi}{t} \ln \varphi(\xi), \quad (\xi, t) \in (0, \infty) \times (0, 1].
\]
Note that \(H_\varphi(\nu_A) = \int_A U(\sigma, \nu[A]) \, d\omega\). Precisely, we can set \(U(\sigma, \nu[A]) := 0\) on \(M \setminus M_\Psi\) thanks to the following lemma.

**Lemma 7.1.** If \(\theta_\varphi < 2\), then we have \(\lim_{\xi \downarrow 0} U(\xi, t) = 0\) for every \(t \in (0, 1]\).
Proof. Note that
\[
U(\xi, t) = \int_0^{\xi/t} \{ \ln \varphi(s) - \ln \varphi(\xi) \} ds = \int_0^{\xi/t} \int_\xi^s \frac{1}{\varphi(r)} dr ds
\]
\[
= - \int_0^{\xi/t} \int_\xi^s \frac{1}{\varphi(r)} dr ds + \int_\xi^{\xi/t} \int_\xi^s \frac{1}{\varphi(r)} dr ds
\]
\[
= - \int_0^{\xi/t} \frac{r}{\varphi(r)} dr + \int_0^{\xi/t} \frac{\xi}{s} \ln \varphi(s) ds.
\]
Then (2.1) (deduced from Theorem 3.5) shows the claim. \qed

Lemma 7.2. Assume $\theta \varphi < 2$. For any measurable set $A$ with $\nu[A] \geq 1/2$, we have $H_\varphi(\nu_A) \leq 0$. In particular, it holds $H_\varphi(\nu) \leq 0$ if $\nu[M] = 1$.

Proof. For any $\xi > 0$, $U(\xi, t)$ is non-increasing in $t \in (0, 1]$ since we have
\[
\frac{\partial U}{\partial t}(\xi, t) = -\frac{\xi}{t^2} \ln \varphi \left( \frac{\xi}{t} \right) + \frac{\xi}{t^2} \ln \varphi(\xi) = \frac{\xi}{t^2} \int_\xi^{\xi/t} \frac{1}{\varphi(r)} ds \leq 0.
\]
Similarly, $U(\xi, 1/2)$ is non-increasing in $\xi$ due to
\[
\frac{dU}{d\xi} \left( \xi, \frac{1}{2} \right) = 2 \ln \varphi(2\xi) - 2 \ln \varphi(\xi) - \frac{2\xi}{\varphi(\xi)} = 2 \int_\xi^{2\xi} \left( \frac{1}{\varphi(s)} - \frac{1}{\varphi(\xi)} \right) ds \leq 0.
\]
Thus, we deduce from Lemma 7.1 that, for any $\xi > 0$ and $t \geq 1/2$,
\[
U(\xi, t) \leq U(\xi, 1/2) \leq \lim_{\xi \downarrow 0} U(\xi, 1/2) = 0,
\]
which shows $H_\varphi(\nu_A) = \int_A U(\sigma, \nu[A]) d\omega \leq 0$. \qed

Next, we give an estimate on $H_\varphi(\nu_B)$ for $B \subset M$ not necessarily $\nu[B] \geq 1/2$. Recall (2.4) for the definition of $\delta_\varphi$.

Lemma 7.3. Assume $\theta \varphi < 2$ and $\|\sigma\|_\infty < \infty$. Given any measurable set $B \subset M$ with $0 < \nu[B] < \infty$ and any $\xi_0 \geq \max\{\nu[B], \|\sigma\|_\infty\}$, we have
\[
H_\varphi(\nu_B) \leq -\nu[B]^{\delta_\varphi - 2} \ln \varphi(\nu[B]) \xi_0^{\theta_\varphi - \delta_\varphi} \int_B \sigma^{2 - \theta_\varphi} d\omega.
\]
Proof. For \( t, \xi \in (0, \xi_0] \), we deduce from (7.1) that

\[
U(\xi, t) \leq \frac{\xi}{t} \int_{\xi}^{\xi/t} \frac{1}{\varphi(r)} \, dr = \frac{\xi^2}{t^2} \int_{t}^{1} \frac{1}{\varphi(s\xi t^{-1})} \, ds,
\]

where we changed the variables as \( r = s\xi t^{-1} \). Note that Lemma 2.9 shows that for all \( s > 0 \)

\[
\frac{\xi^2}{\varphi(s\xi t^{-1})} \leq \frac{\xi^{2-\theta}\xi_0^{\theta}}{\varphi(s)} \left( \frac{\xi_0}{t} \right)^{-\delta},
\]

Thus, we find

\[
U(\xi, t) \leq -t^{\delta-2} \ln(\varphi(t)) \xi_0^{\theta-\delta} \xi^{2-\theta}.
\]

This implies

\[
H(\nu_B) = \int_B U(\sigma, \nu[B]) \, d\omega \leq -\nu[B]^{\delta-2} \ln(\nu[B]) \xi_0^{\theta-\delta} \int_B \sigma^{2-\theta} \, d\omega
\]

as desired. \( \square \)

We remark that, if \( \delta \leq 2 \), then we have at any \( s \in (0, 1) \)

\[
\frac{d}{ds} [s^{\delta-2} \ln(\varphi(s))] = s^{\delta-3} \left\{ (\delta - 2) \ln(\varphi(s)) + \frac{s}{\varphi(s)} \right\} > 0.
\]

Therefore the right-hand side of (7.2) is non-increasing in \( \nu[B] \) provided that \( \nu \) is a probability measure.

Now we show a general estimate of \( \alpha(r) \) under the strict convexity of \( H(\varphi) \).

**Proposition 7.4.** Assume that \((M, \omega, \varphi, \Psi)\) is admissible, \( \nu \in \mathcal{P}_{ac}(M, \omega) \), \( \text{Hess} \, H_{\varphi} \geq K \) for some \( K > 0 \) and that \( \| \sigma \|_{\infty} < \infty \). We set \( H_{\nu} := H_{\varphi}(\nu) (\leq 0) \) as in Theorem 6.3. Then, for any \( \xi_0 \geq \max\{1/2, \| \sigma \|_{\infty} \} \) and any \( r > 0 \) with \( \alpha(r) > 0 \), we have

\[
\alpha(r)^{\delta-2} \ln(\varphi(\alpha(r))) \xi_0^{\theta-\delta} \cdot \sup_A \int_B \sigma^{2-\theta} \, d\omega \leq - \left( \sqrt{\frac{K}{2} r - \sqrt{-H_{\nu}}} \right)^2 - H_{\nu},
\]

where \( A \subset M \) runs over all measurable sets of \( \nu[A] \geq 1/2 \) and we set \( B := M \setminus B(A, r) \).
Proof. Since \( \alpha(r) \leq 1 \) by definition, the left hand side of (7.3) is always non-positive. Therefore, the assertion is clear if \( r^2 \leq -8H_\nu/K \). Suppose \( r^2 > -8H_\nu/K \), take a measurable set \( A \subset M \) with \( \nu[A] \geq 1/2 \) and put \( B := M \setminus B(A, r) \). We also assume \( \nu[B] > 0 \) since we have \( \alpha(r) = 0 \) if \( \nu[B] = 0 \) for all such \( A \).

Observe that \( W_1(\nu_A, \nu_B) \geq r \) as \( d_\rho(x, y) \geq r \) for all \( x \in A \) and \( y \in B \). Note also that \( W_1 \leq W_2 \) holds by the Cauchy–Schwarz inequality. Then the triangle inequality for \( W_1 \) and the \( \varphi \)-Talagrand inequality (6.3) yield

\[
r \leq W_1(\nu_A, \nu_B) \leq W_1(\nu_A, \nu) + W_1(\nu, \nu_B) \leq \sqrt{\frac{2}{K} (H_\varphi(\nu_A) - H_\nu)} + \sqrt{\frac{2}{K} (H_\varphi(\nu_B) - H_\nu)}.
\]

Applying Lemma 7.2 gives, as \( r^2 > -8H_\nu/K \) ensures \( \sqrt{K/2}r \geq \sqrt{-H_\nu} \),

\[
H_\varphi(\nu_B) \geq \left( \sqrt{\frac{K}{2}r} - \sqrt{-H_\nu} \right)^2 + H_\nu.
\]

Since \( A \) is arbitrary and \( \nu[B] \leq 1/2 \leq \xi_0 \), combining the above estimate with Lemma 7.3 yields

\[
-\left( \sqrt{\frac{K}{2}r} - \sqrt{-H_\nu} \right)^2 - H_\nu \geq \sup_A \left\{ \nu[B]^{\delta_\varphi - 2\ln_\varphi(\nu[B])} \xi_0^{\theta_\varphi - \delta_\varphi} \int_B \sigma^{2-\theta_\varphi} d\omega \right\} \geq \alpha(r)^{\delta_\varphi - 2\ln_\varphi(\alpha(r))} \xi_0^{\theta_\varphi - \delta_\varphi} \sup_A \int_B \sigma^{2-\theta_\varphi} d\omega.
\]

□

7.2. Concentration of measures

We shall obtain the concentration of \( \{(M, \omega, \varphi, \Psi_i)\}_{i \in \mathbb{N}} \), \( \lim_{i \to \infty} \alpha(M, \nu_i)(r) = 0 \) for all \( r > 0 \) with \( \nu_i := \exp_\varphi(-\Psi_i)\omega \), under an appropriate condition on the convexity of \( H_\varphi \) associated with \( \Psi_i \). We first prove an auxiliary lemma.

Lemma 7.5. Assume that \( (M, \omega, \varphi, \Psi) \) is admissible, \( \nu \in \mathcal{P}_{ac}(M, \omega) \) and that \( \|\sigma\|_\infty < \infty \). Set \( H_\nu := H_\varphi(\nu) \) and take arbitrary \( \xi_0 \geq \|\sigma\|_\infty \).

(i) If \( \theta_\varphi \leq 1 \), then we have

\[
\int_M \sigma^{2-\theta_\varphi} d\omega \leq \xi_0^{1-\theta_\varphi}, \quad H_\nu \geq -\frac{\xi_0}{(2-\theta_\varphi)\varphi(\xi_0)}.
\]
If $\theta \varphi \in (1, 3/2)$ and $\omega[M] < \infty$, then we have

$$\int_M \sigma^{2-\theta \varphi} \, d\omega \leq \omega[M]^{\theta \varphi-1}, \quad H_\nu \geq -\frac{\xi_0^{\theta \varphi}}{(2 - \theta \varphi)\varphi(\xi_0)}.$$

**Proof.** It follows from (7.1) and Lemma 2.9 that

$$H_\nu = \int_M U(\sigma, 1) \, d\omega \geq -\int_M \int_0^\sigma \frac{r}{\varphi(r)} \, dr \, d\omega \geq -\int_M \int_0^\sigma \xi_0^{\theta \varphi} r^{1-\theta \varphi} \frac{1}{\varphi(\xi_0)} \, dr \, d\omega \geq -\frac{\xi_0^{\theta \varphi}}{\varphi(\xi_0)} \int_M \sigma^{2-\theta \varphi} \, d\omega.$$ 

(i) The assertion immediately follows from

$$\int_M \sigma^{2-\theta \varphi} \, d\omega \leq \|\sigma\|_{1-\theta \varphi}^{1-\theta \varphi} \int_M \sigma \, d\omega \leq \xi_0^{1-\theta \varphi}.$$ 

(ii) The Hölder inequality yields that

$$\int_M \sigma^{2-\theta \varphi} \, d\omega \leq \left( \int_M \sigma \, d\omega \right)^{2-\theta \varphi} \omega[M]^{\theta \varphi-1} = \omega[M]^{\theta \varphi-1},$$

which shows the claim. \qed

**Theorem 7.6.** Let $\{(M, \omega, \varphi, \Psi_i)\}_{i \in \mathbb{N}}$ be a sequence of admissible spaces satisfying

(a) $\omega[M] < \infty$ if $\theta \varphi > 1$,

(b) $\nu_i = \sigma_i \omega := \exp \varphi(-\Psi_i) \omega \in \mathcal{P}_{ac}(M, \omega)$ for all $i$,

(c) $\xi_i := \max\{1, \|\sigma_i\|_{\infty}\} < \infty$ for all $i$,

(d) $\operatorname{Hess} H_i^\varphi \geq K_i$ for some $K_i > 0$, where $H_i^\varphi$ is the $\varphi$-relative entropy for $(M, \omega_i, \varphi, \Psi_i)$,

(e) $\lim_{i \to \infty} K_i \xi_i^{\delta \varphi-1} = \infty$ if $\theta \varphi \leq 1$, and $\lim_{i \to \infty} K_i \xi_i^{\delta \varphi-\theta \varphi} = \infty$ if $\theta \varphi > 1$.

Then the concentration function $\alpha_i(r) := \alpha_{(M, \nu_i)}(r)$ satisfies $\lim_{i \to \infty} \alpha_i(r) = 0$ for all $r > 0$. 


Proof. Fix $r > 0$ and put $\alpha_i := \alpha_i(r)$ and $H_{\nu_i} := H_i(\nu_i)$ for brevity. It follows from Proposition 7.4 that
\[
\alpha_i^{\delta_\varphi - 2} \ln \varphi(\alpha_i) \xi_i^{\theta_\varphi - \delta_\varphi} \leq -\left\{ \left( \frac{K_i r}{2} - \sqrt{-H_{\nu_i}} \right)^2 + H_{\nu_i} \right\} \left( \int_M \sigma_i^{2 - \theta_\varphi} d\omega \right)^{-1}.
\]
We have $\ln \varphi(\alpha_i) \geq \ell_{2 - \theta_\varphi}(\alpha_i)$ by (2.9), so that
\[
(7.4) \quad \alpha_i^{\delta_\varphi - 2} \ell_{2 - \theta_\varphi}(\alpha_i) \leq -\xi_i^{\delta_\varphi - \theta_\varphi} \left( \frac{K_i r^2}{2} - \sqrt{2K_i \sqrt{-H_{\nu_i} r}} \right) \left( \int_M \sigma_i^{2 - \theta_\varphi} d\omega \right)^{-1}.
\]
Now, for $\theta_\varphi \leq 1$, Lemma 7.5(i) and Lemma 2.9 yield
\[
\int_M \sigma_i^{2 - \theta_\varphi} d\omega \leq \omega[M][\theta_\varphi - 1], \quad H_{\nu_i} \geq -\frac{\xi_i}{(2 - \theta_\varphi) \varphi(\xi_i)} \geq -\frac{\xi_i^{1 - \delta_\varphi}}{2 - \theta_\varphi}
\]
since $\xi_i \geq 1$. Hence, the right-hand side of (7.4) is bounded from above by (for large $i$)
\[
-\xi_i^{\delta_\varphi - 1} \left( \frac{K_i r}{2} - \sqrt{2K_i \left( \frac{\xi_i^{1 - \delta_\varphi}}{2 - \theta_\varphi} \right)} \right) = -\frac{K_i}{\xi_i^{1 - \delta_\varphi}} \left( \frac{r^2}{2} - \sqrt{\frac{2}{2 - \theta_\varphi} \frac{\xi_i^{1 - \delta_\varphi}}{K_i}} \right)
\]
which diverges to $-\infty$ as $i$ goes to infinity due to the condition (e). Therefore we obtain
\[
\lim_{i \to \infty} \alpha_i^{\delta_\varphi - 2} \ell_{2 - \theta_\varphi}(\alpha_i) \leq \lim_{i \to \infty} \alpha_i^{\delta_\varphi - 2} \ell_{2 - \theta_\varphi}(\alpha_i) = -\infty,
\]
and hence $\lim_{i \to \infty} \alpha_i = 0$.

For $\theta_\varphi > 1$, we similarly deduce from Lemma 7.5(ii) that
\[
\int_M \sigma_i^{2 - \theta_\varphi} d\omega \leq \omega[M][\theta_\varphi - 1], \quad H_{\nu_i} \geq -\frac{\xi_i}{(2 - \theta_\varphi) \varphi(\xi_i)} \geq -\frac{\xi_i^{\theta_\varphi - \delta_\varphi} \omega[M][\theta_\varphi - 1]}{2 - \theta_\varphi}.
\]
Hence, the right-hand side of (7.4) is bounded from above by
\[
-\frac{\xi_i^{\delta_\varphi - \theta_\varphi}}{\omega[M][\theta_\varphi - 1]} \left( \frac{K_i r}{2} - \sqrt{2K_i \left( \frac{\xi_i^{\theta_\varphi - \delta_\varphi} \omega[M][\theta_\varphi - 1]}{2 - \theta_\varphi} \right)} \right) = -\frac{K_i \xi_i^{\delta_\varphi - \theta_\varphi}}{\omega[M][\theta_\varphi - 1]} \left( \frac{r^2}{2} - \sqrt{\frac{2\omega[M][\theta_\varphi - 1]}{2 - \theta_\varphi} \frac{\xi_i^{\theta_\varphi - \delta_\varphi}}{K_i}} \right) \to -\infty \quad (i \to \infty).
\]
Thus, we have $\lim_{i \to \infty} \alpha_i = 0$. □
Remark 7.7. (1) For $\varphi_m$ with $m < 1$, we have $\theta_{\varphi_m} = \delta_{\varphi_m}$ and hence the condition (e) is reduced to $\lim_{i \to \infty} K_i = \infty$, whereas the condition $\|\sigma_i\|_\infty < \infty$ was implicitly used in our discussion. See [51, Section 6] for a more precise estimate associated with $\varphi_m$ without assuming $\|\sigma_i\|_\infty < \infty$.

(2) We stress that only Hess $H_i^\varphi \geq K_i$ for single $\varphi$ is assumed in Theorem 7.6, rather than Ric$_N \varphi \geq 0$ and Hess $\Psi_i \geq K_i$. If Hess $\Psi_i \geq K_i$ and $l_\varphi > -\infty$, then Lemma 4.2(i) gives a stronger estimate on the diameter of $M^\Psi_{\varphi_i}$ as

$$\text{diam } M^\Psi_{\varphi_i} \leq 2 \sqrt{\frac{2}{K_i} \{\ln(\|\sigma_i\|_\infty) - l_\varphi\}} \leq 2 \sqrt{\frac{2}{K_i} \{\ln(\xi_i) - l_\varphi\}}.$$ 

Indeed, we observe from (2.9) and Lemma 2.9 that

$$\frac{\ln(\xi_i)}{K_i} \leq \frac{\xi_i^{\theta_\varphi} e^{l_2 - \theta_\varphi} (\xi_i)}{K_i \varphi(\xi_i)} \leq \frac{\xi_i^{\theta_\varphi - \delta_\varphi} e^{l_2 - \theta_\varphi} (\xi_i)}{K_i} = \frac{\xi_i^{\theta_\varphi - \delta_\varphi} (\xi_i^{1 - \theta_\varphi} - 1)}{K_i (1 - \theta_\varphi)},$$

provided that $\theta_\varphi \neq 1$. If $\theta_\varphi < 1$, then the leading term (as $\xi_i \to \infty$) is

$$\frac{1}{1 - \theta_\varphi} \frac{\xi_i^{1 - \delta_\varphi}}{K_i} \to 0 \quad (i \to \infty)$$

under the condition (e) in Theorem 7.6. Similarly, for $\theta_\varphi > 1$ the leading term is

$$\frac{1}{\theta_\varphi - 1} \frac{\xi_i^{\theta_\varphi - \delta_\varphi}}{K_i} \to 0 \quad (i \to \infty).$$

Therefore, in both cases, $\lim_{i \to \infty} \text{diam } M^\Psi_{\varphi_i} = 0$ holds and it is obviously stronger than $\lim_{i \to \infty} \alpha(M, \nu_i)(r) = 0$.

7.3. $m(\varphi)$-normal concentration

In order to derive the $m$-normal concentration for some $m = m(\varphi)$ from the general estimate (7.3), we prove a computational lemma on $e_m$ (see also [51, Lemma 6.4]). Recall from Section 2.4 that $e_m(\tau) = \exp_{\varphi_m}(\tau) = [1 + (m - 1)\tau]_+^{1/(m-1)}$. 
Lemma 7.8. (i) Given $0 < m \leq m' < 1$ with $m + m' > 1$, set

$$\beta = \beta(m, m') = 1 + \frac{1 - m'}{1 - m} \in (1, 2].$$

Then we have $\beta m' > 1$ and, for any $a, r > 0$,

$$e_m\left(-\left(ar - \frac{1}{\sqrt{m'}}\right)^2 + \frac{1}{m'}\right) \leq e_m(\beta)e_m\left(-\left(1 - \frac{1}{\beta m'}\right)\frac{a^2r^2}{m + m' - 1}\right).$$

(ii) For any $m \in [1, 2)$ and $a, r > 0$, we have

$$e_m((ar - 1)^2 - 1) \geq e_m\left(-\frac{2}{m}\right)e_m\left(\frac{a^2}{2r^2}\right).$$

Proof. (i) Note that the assumptions $m' < 1$ and $m + m' > 1$ yield $(m + m')(1 - m') > (1 - m')$, and hence

$$\beta m' = \frac{m'(2 - (m + m'))}{1 - m} = \frac{(m' + m)(1 - m') + m' - m}{1 - m} > 1.$$ 

From the direct calculation

$$- \left(ar - \frac{1}{\sqrt{m'}}\right)^2 + \frac{1}{m'} = -a^2r^2 + \frac{2ar}{\sqrt{m'}} \leq -a^2r^2 + \frac{a^2r^2}{\beta m'} + \beta$$

and the monotonicity of $e_m$, we deduce that

$$e_m\left(-\left(ar - \frac{1}{\sqrt{m'}}\right)^2 + \frac{1}{m'}\right) \leq e_m\left(-\left(1 - \frac{1}{\beta m'}\right)\frac{a^2r^2}{m + m' - 1}\right) \leq e_m\left(-\left(1 - \frac{1}{\beta m'}\right)a^2r^2 + \beta\right)$$

$$= \left[1 + (m - 1)\left\{-\left(1 - \frac{1}{\beta m'}\right)a^2r^2 + \beta\right\}\right]^{1/(m-1)}$$

$$= \left\{1 + (m - 1)\beta\right\}^{1/(m-1)}\left\{1 - (m - 1)\left(1 - \frac{1}{\beta m'}\right)\frac{a^2r^2}{m + m' - 1}\right\}^{1/(m-1)}.$$ 

(ii) The assertion for $m = 1$ (with $e_1(\tau) = e^\tau$) is easily checked. For $m \in (1, 2)$, we deduce from

$$(ar - 1)^2 - 1 = a^2r^2 - 2ar \geq a^2r^2 - \frac{m}{2}\left\{a^2r^2 + \left(\frac{2}{m}\right)^2\right\}$$

$$= \left(1 - \frac{m}{2}\right)a^2r^2 - \frac{2}{m}$$
that
\[ e_m((ar-1)^2 - 1) \geq e_m\left(\left(1 - \frac{m}{2}\right)a^2 r^2 - \frac{2}{m}\right) \]
\[ = \left[1 + (m-1)\left\{\left(1 - \frac{m}{2}\right)a^2 r^2 - \frac{2}{m}\right\}\right]^{1/(m-1)} \]
\[ = \left\{1 - (m-1)\frac{2}{m}\right\}^{1/(m-1)} \left\{1 + \frac{m-1}{2}ma^2 r^2\right\}^{1/(m-1)} \]
\[ = e_m\left(-\frac{2}{m}\right)e_m\left(\frac{ma^2}{2} r^2\right) \geq e_m\left(-\frac{2}{m}\right)e_m\left(\frac{a^2}{2} r^2\right). \]

\[ \square \]

**Theorem 7.9 (m(ϕ)-normal concentration).** Assume that \((M, ω, ϕ, Ψ)\) is admissible, \(ν \in \mathcal{P}_{ac}(M, ω)\), \(\text{Hess } H_ϕ \geq K\) for some \(K > 0\) and that \(\|σ\|_∞ < \infty\). Fix arbitrary \(ξ_0 \geq \max\{1, \|σ\|_∞\}\).

(i) If \(θ_ϕ < 1\) and \(δ_ϕ > 0\), then we have for any \(r > 0\)
\[ α(r)^{-1} \geq \left\{\frac{δ_ϕ(1 - θ_ϕ)}{(1 - δ_ϕ)(2 - δ_ϕ)}\right\}^{1/(1-δ_ϕ)} \cdot e_{2 - δ_ϕ}\left(K ξ_0^{δ_ϕ-1} r^2\right). \]

(ii) If \(θ_ϕ \in (1, 3/2), δ_ϕ > 3(θ_ϕ - 1)\) and if \(ω[M] < \infty\), then we have for any \(r > 0\)
\[ α(r) \leq \left(\frac{(θ_ϕ - 1)(3 - 3θ_ϕ + δ_ϕ)}{2θ_ϕ - δ_ϕ - 1}\right)^{1/(1-2θ_ϕ + δ_ϕ)} \times e_{2(1-θ_ϕ) + δ_ϕ}\left(-\frac{K}{2} \frac{θ_ϕ - 1}{(2θ_ϕ)(3θ_ϕ - δ_ϕ - 2)}ξ_0^{δ_ϕ-θ_ϕ}ω[M]^{1-θ_ϕ r^2}\right). \]

(iii) If \(θ_ϕ = 1\) and \(δ_ϕ > 1/2\), then we have for any \(r > 0\)
\[ α(r)^{-1} \geq e_{3 - 2δ_ϕ}\left(-\frac{2}{3 - 2δ_ϕ}\right) \cdot e_{3 - 2δ_ϕ}\left(K ξ_0^{δ_ϕ-1} r^2\right). \]

**Proof.** We abbreviate \(α(r)\) as \(α\) in this proof, and assume \(α > 0\) without loss of generality. Let \(A \subset M\) be a measurable set of \(ν[A] \geq 1/2\) and put \(B := M \setminus B(A, r)\).
(i) We first observe
\[
\int_{B} \sigma^{2-\theta_{\nu}} \, d\omega \leq \|\sigma\|_{\infty}^{1-\theta_{\nu}} \int_{B} \sigma \, d\omega \leq \alpha \xi_{0}^{1-\theta_{\nu}}.
\]
Then (7.3) yields
\[
(7.5) \quad \alpha^{\delta_{\nu}-1} \ln \varphi(\alpha) \leq \xi_{0}^{\delta_{\nu}-1} \left\{ - \left( \frac{\sqrt{K}}{2} r - \sqrt{-H_{\nu}} \right)^{2} - H_{\nu} \right\},
\]
where \( H_{\nu} := H_{\varphi}(\nu) \). On the other hand, it follows from (2.9) that
\[
\alpha^{\delta_{\nu}-1} \ln \varphi(\alpha) \geq \alpha^{\delta_{\nu}-1} \ell_{2-\theta_{\varphi}}(\alpha) = \frac{\alpha^{\delta_{\nu}-\theta_{\varphi}} - \alpha^{\delta_{\nu}-1}}{1 - \theta_{\varphi}}.
\]
Since \( \alpha^{\delta_{\nu}-\theta_{\varphi}} \geq 1 \geq (1 - \theta_{\varphi})/(1 - \delta_{\varphi}) \), we obtain
\[
\alpha^{\delta_{\nu}-1} \ln \varphi(\alpha) \geq \frac{1 - (C \alpha^{-1})^{1-\delta_{\varphi}}}{1 - \delta_{\varphi}} = -\ell_{2-\delta_{\varphi}}(C \alpha^{-1}),
\]
\[
C := \left( \frac{1 - \delta_{\varphi}}{1 - \theta_{\varphi}} \right)^{1/(1-\delta_{\varphi})} \geq 1.
\]
On the other hand, Lemmas 7.5(i) and 2.9 give
\[
(7.6) \quad -\xi_{0}^{\delta_{\varphi}-1} H_{\nu} \leq \frac{\xi_{0}^{\delta_{\varphi}}}{(2 - \theta_{\varphi}) \varphi(\xi_{0})} \leq \frac{1}{2 - \theta_{\varphi}} \leq 1.
\]
Hence, we have
\[
\ell_{2-\delta_{\varphi}}(C \alpha^{-1}) \geq \left( \sqrt{\frac{K \xi_{0}^{\delta_{\varphi}-1}}{2} r - 1} \right)^{2} - 1.
\]
We apply Lemma 7.8(ii) and obtain
\[
\alpha^{-1} \geq C^{-1} e_{2-\delta_{\varphi}} \left( \left( \sqrt{\frac{K}{2} \xi_{0}^{(\delta_{\varphi}-1)/2} r - 1} \right)^{2} - 1 \right)
\]
\[
\geq C^{-1} e_{2-\delta_{\varphi}} (\frac{2}{\delta_{\varphi} - 2}) e_{2-\delta_{\varphi}} (\frac{K}{4} \xi_{0}^{\delta_{\varphi}-1} r^{2})
\]
\[
= \left\{ \frac{\delta_{\varphi}(1 - \theta_{\varphi})}{(1 - \delta_{\varphi})(2 - \delta_{\varphi})} \right\}^{1/(1-\delta_{\varphi})} \cdot e_{2-\delta_{\varphi}} (\frac{K}{4} \xi_{0}^{\delta_{\varphi}-1} r^{2}) .
\]
(ii) We deduce from the Hölder inequality that

\[ \int_B \sigma^{2-\theta} \, d\omega \leq \left( \int_B \sigma \, d\omega \right)^{2-\theta} \omega[B]^{\theta-1} \leq \alpha^{2-\theta} \omega[M]^{\theta-1}. \]

Then (7.3) gives

\[ \alpha^{\delta-\theta} \ln \varphi(\alpha) \leq \xi_{\delta-\theta} \omega[M]^{1-\theta} \left\{ -\left( \sqrt{\frac{K}{2} r} - \sqrt{-H_\nu} \right)^2 - H_\nu \right\}. \]

Set \( m := 2(1 - \theta_\varphi) + \delta_\varphi \) and \( m' := 2 - \theta_\varphi \), and observe \( 0 < m \leq m' < 1 \) as well as \( m + m' > 1 \). Similarly to (i), (2.9) yields

\[ \alpha^{\delta-\theta} \ln \varphi(\alpha) \geq \alpha^{\delta-\theta} \ell_{2-\theta_\varphi}(\alpha) = \frac{\alpha^{\delta-2\theta_\varphi + 1} - \alpha^{\delta-\theta_\varphi}}{1 - \theta_\varphi} = \frac{\alpha^{m-1} - \alpha^{m-m'}}{m' - 1}. \]

As \( \alpha^{m-m'} \geq 1 \geq (1 - m')/(1 - m) \), we find

\[ \alpha^{\delta-\theta} \ln \varphi(\alpha) \geq \frac{(\alpha m - 1)}{m - 1} = \ell_m(\alpha), \quad c := \left( \frac{1 - m}{1 - m'} \right)^{1/(m-1)} \leq 1. \]

Lemmas 7.5(ii) and 2.9 imply

\[ -\xi_{\delta-\theta} \omega[M]^{1-\theta} H_\nu \leq \frac{\xi_{\delta-\theta}}{(2 - \theta_\varphi) \varphi(\xi_0)} \leq \frac{1}{2 - \theta_\varphi} = \frac{1}{m'}, \]

and hence

\[ \ell_m(\alpha c) \leq -\left( \sqrt{\frac{K \xi_{\delta-\theta}}{2} \omega[M]^{1-\theta}} r - \frac{1}{\sqrt{m'}} \right)^2 + \frac{1}{m'}. \]

Then we apply Lemma 7.8(i) to have, with \( \beta = (2 - m - m')/(1 - m) \),

\[ \alpha \leq c^{-1} e_m(\beta) e_m \left( -\left( 1 - \frac{1}{\beta m'} \right) \frac{K \xi_{\delta-\theta} \omega[M]^{1-\theta}}{2(m + m' - 1)} \right)^2. \]
(iii) It immediately follows from (7.5) and (7.6) that
\[ \alpha^{\delta^\varphi - 1}\ln_\varphi(\alpha) \leq \xi_0^{\delta^\varphi - 1}\left\{ -\left(\sqrt{\frac{K}{2}}r - \sqrt{-H_\varphi}\right)^2 - H_\varphi \right\} \]
\[ \leq -\left(\sqrt{\frac{K\xi_0^{\delta^\varphi - 1}}{2}}r - 1\right)^2 + 1. \]

Note that (2.9) provides \( \alpha^{\delta^\varphi - 1}\ln_\varphi(\alpha) \geq \alpha^{\delta^\varphi - 1}\ln(\alpha) \). If \( \delta^\varphi = 1 \), then it holds \( \alpha^{\delta^\varphi - 1}\ln(\alpha) = -\ln(\alpha^{-1}) \). Otherwise, the numerical estimate
\[ \ln(t) \geq \frac{t^s - t^{-s}}{2s} \text{ for } t \in (0, 1], \ s > 0, \]
shows \( \alpha^{\delta^\varphi - 1}\ln(\alpha) \geq -\ell_{3-2\delta^\varphi}(\alpha^{-1}) \) (let \( s = 1 - \delta^\varphi \) and \( t = \alpha \)). Therefore we have, thanks to Lemma 7.8(ii) with \( m = 3 - 2\delta^\varphi < 2 \),
\[ \alpha^{-1} \geq e_{3-2\delta^\varphi}\left(\left(\sqrt{\frac{K\xi_0^{\delta^\varphi - 1}}{2}}r - 1\right)^2 - 1\right) \]
\[ \geq e_{3-2\delta^\varphi}\left(\frac{-2}{3 - 2\delta^\varphi}\right) \cdot e_{3-2\delta^\varphi}\left(\frac{K\xi_0^{\delta^\varphi - 1}r^2}{4}\right). \]

\[ \square \]

Remark 7.10. Letting \( \delta^\varphi = \theta^\varphi \) and then \( \theta^\varphi \to 1 \), we see that all of the estimates (i)–(iii) in Theorem 7.9 tend to the normal concentration \( \alpha(r) \leq e^2\exp(-Kr^2/4) \).

8. Gradient flow of \( H_\varphi \): compact case

In this and the next sections, we show that the gradient flow of the \( \varphi \)-relative entropy produces weak solutions to the non-linear evolution equation
\[ \frac{\partial \rho}{\partial t} = \text{div}_\omega \left( \frac{\rho \nabla \rho}{\varphi(\rho)} + \rho \nabla \Psi \right) \]
on the weighted Riemannian manifold \((M, \omega)\). See the beginning of Section 8.3 for more explanation and background. This kind of interpretation
Displacement convexity of generalized relative entropies. II 743

of evolution equations has turned out extremely useful after the pioneering work due to Jordan et al. [30]. There are several ways of interpreting this coincidence. In this section, we adapt the rather “metric geometric” approach developed in [44] inspired by [36, 54] (see also [55]). This formulation of gradient flows requires a strong structure theorem (Theorem 8.1) of the Wasserstein space, which is known only for compact spaces. The non-compact situation will be treated in the next section in a different strategy along [5, 22].

Before beginning the review of the structure of Wasserstein spaces, let us recall basic notions of calculus on our weighted Riemannian manifold \((M, \omega)\) with \(\omega = e^{-f} \text{vol}_g\). For a differentiable vector field \(V\) on \(M\), the weighted divergence is defined as

\[ \text{div}_\omega V := \text{div} V - \langle V, \nabla f \rangle, \]

where \(\text{div} V\) denotes the usual divergence of \(V\) for the unweighted space \((M, \text{vol}_g)\). Note that \(\text{div}_\omega V = e^f \text{div}(e^{-f} V)\) and, for any \(w \in C^1_c(M)\), the integration by parts holds:

\[ \int_M \langle \nabla w, V \rangle d\omega = \int_M \langle \nabla w, e^{-f} V \rangle d\text{vol}_g = -\int_M w \text{div}(e^{-f} V) d\text{vol}_g \]
\[ = -\int_M w \text{div}_\omega V d\omega. \]

Through this formula, the weighted divergence is defined in the weak sense also for measurable vector fields. For \(\rho \in H^1_{\text{loc}}(M)\), the weighted Laplacian is defined in the weak form by

\[ \Delta_\omega \rho := \text{div}_\omega (\nabla \rho) = \Delta \rho - \langle \nabla \rho, \nabla f \rangle. \]

8.1. Geometric structure of \((\mathcal{P}(M), W_2)\)

Let \(M\) be compact throughout the section, so that \(\mathcal{P}(M) = \mathcal{P}^2(M)\). It is known that \((\mathcal{P}(M), W_2)\) is an Alexandrov space of non-negative curvature if and only if \((M, g)\) has the non-negative sectional curvature ([62, Proposition 2.10], [35, Theorem A.8]). Alexandrov spaces are metric spaces whose sectional curvature is bounded from below by a constant in the sense of the triangle comparison property, and such spaces are known to possess nice infinitesimal structures (we refer to [13] for the basic theory). We remark that it is in most cases impossible to bound the curvature of \(\mathcal{P}(M)\) from above (cf. [5, Example 7.3.3]). In the case where \((M, g)\) is not non-negatively
curved, although \((\mathcal{P}(M), W_2)\) does not admit any lower curvature bound in the sense of Alexandrov (\cite[Proposition 2.10]{62}), we can consider the “angle” between geodesics (see also \cite[Theorem 3.6]{44}).

**Theorem 8.1** \cite[Theorem 3.4, Remark 3.5]{26}. For any \(\mu \in \mathcal{P}(M)\) and unit speed geodesics \(\alpha, \beta : [0, \delta) \to \mathcal{P}(M)\) with \(\alpha(0) = \beta(0) = \mu\), the joint limit

\[
\lim_{s,t \downarrow 0} \frac{s^2 + t^2 - W_2(\alpha(s), \beta(t))^2}{2st} \quad \in [-1,1]
\]

exists.

Theorem 8.1 in particular guarantees that the scaling limit

\[
\lim_{\varepsilon \downarrow 0} \frac{(s\varepsilon)^2 + (t\varepsilon)^2 - W_2(\alpha(s\varepsilon), \beta(t\varepsilon))^2}{2st\varepsilon^2}
\]

exists, and is independent of the choices of the parameters \(s, t > 0\). This means that an angle between \(\alpha\) and \(\beta\) makes sense, so that \((\mathcal{P}(M), W_2)\) looks like a Riemannian space (rather than a Finsler space). This observation makes it possible to investigate the infinitesimal structure of \((\mathcal{P}(M), W_2)\) in the manner of the theory of Alexandrov spaces. For \(\mu \in \mathcal{P}(M)\), denote by \(\Sigma'_\mu[\mathcal{P}(M)]\) the set of all non-trivial unit speed minimal geodesics emanating from \(\mu\). Given \(\alpha, \beta \in \Sigma'_\mu[\mathcal{P}(M)]\), Theorem 8.1 verifies that the angle

\[
\angle_{\mu}(\alpha, \beta) := \arccos \left( \lim_{s,t \downarrow 0} \frac{s^2 + t^2 - W_2(\alpha(s), \beta(t))^2}{2st} \right) \quad \in [0, \pi]
\]

is well-defined. We define the space of directions \((\Sigma_\mu[\mathcal{P}(M)], \angle_\mu)\) as the completion of \((\Sigma'_\mu[\mathcal{P}(M)]/\sim, \angle_\mu)\), where \(\alpha \sim \beta\) holds if \(\angle_\mu(\alpha, \beta) = 0\). The angle \(\angle_\mu\) provides a natural distance structure of \(\Sigma_\mu[\mathcal{P}(M)]\). The tangent cone \((\mathcal{C}_\mu[\mathcal{P}(M)], \sigma_\mu)\) is defined as the Euclidean cone over \((\Sigma_\mu[\mathcal{P}(M)], \angle_\mu)\), i.e.,

\[
\mathcal{C}_\mu[\mathcal{P}(M)] := (\Sigma_\mu[\mathcal{P}(M)] \times [0, \infty)) / (\Sigma_\mu[\mathcal{P}(M)] \times \{0\})
\]

\[
\sigma_\mu((\alpha, s), (\beta, t)) := \sqrt{s^2 + t^2 - 2st \cos \angle_\mu(\alpha, \beta)}.
\]

By means of this infinitesimal structure, we introduce a class of “differentiable curves.”

**Definition 8.2 (Right differentiability).** A curve \(\xi : [0, l) \to \mathcal{P}(M)\) is said to be right differentiable at \(t \in [0, l)\) if there is \(v \in \mathcal{C}_{\xi(t)}[\mathcal{P}(M)]\) such that, for any sequences \(\{\varepsilon_i\}_{i \in \mathbb{N}}\) of positive numbers tending to zero and
\{\alpha_i\}_{i \in \mathbb{N}} \text{ of unit speed minimal geodesics from } \xi(t) \text{ to } \xi(t + \varepsilon_i), \text{ the sequence } \{(\alpha_i, W_2(\xi(t), \xi(t + \varepsilon_i))/\varepsilon_i)\}_{i \in \mathbb{N}} \subset C_{\xi(t)}[\mathcal{P}(M)] \text{ converges to } v. \text{ Such } v \text{ is clearly unique if it exists, and then we write } \xi(t) = v.

8.2. Gradient flows in \((\mathcal{P}(M), W_2)\)

Consider a lower semi-continuous function \(H : \mathcal{P}(M) \rightarrow (-\infty, +\infty]\) which is \(K\)-convex in the weak sense for some \(K \in \mathbb{R}\). In addition, we suppose that \(H\) is not identically \(+\infty\), and define \(\mathcal{P}^*_H(M) := \{\mu \in \mathcal{P}(M) \mid H(\mu) < \infty\}\).

Given \(\mu \in \mathcal{P}^*_H(M)\) and \(\alpha \in \Sigma_\mu[\mathcal{P}(M)]\), we set

\[
D_\mu H(\alpha) := \liminf_{\Sigma_\mu[\mathcal{P}(M)] \ni \beta \rightarrow \alpha} \lim_{t \downarrow 0} \frac{H(\beta(t)) - H(\mu)}{t},
\]

where the convergence \(\beta \rightarrow \alpha\) is with respect to \(\angle_\mu\). Define the absolute gradient (also called the local slope) of \(H\) at \(\mu \in \mathcal{P}^*_H(M)\) by

\[
|\nabla H|(\mu) := \max \left\{0, \limsup_{\tilde{\mu} \rightarrow \mu} \frac{H(\mu) - H(\tilde{\mu})}{W_2(\mu, \tilde{\mu})} \right\},
\]

where \(\tilde{\mu} \rightarrow \mu\) is with respect to \(W_2\). Note that \(-D_\mu H(\alpha) \leq |\nabla H|(\mu)\) for any \(\alpha \in \Sigma_\mu[\mathcal{P}(M)]\). The \(K\)-convexity of \(H\) guarantees the unique existence of the direction along which \(H\) decreases the most.

Lemma 8.3 [44, Lemma 4.2]. For each \(\mu \in \mathcal{P}^*_H(M)\) with \(0 < |\nabla H|(\mu) < \infty\), there exists a unique direction \(\alpha \in \Sigma_\mu[\mathcal{P}(M)]\) satisfying \(D_\mu H(\alpha) = -|\nabla H|(\mu)\).

Using \(\alpha\) in the above lemma, we define the negative gradient vector of \(H\) at \(\mu\) by

\[
\nabla H(\mu) := (\alpha, |\nabla H|(\mu)) \in C_\mu[\mathcal{P}(M)].
\]

If \(|\nabla H|(\mu) = 0\), then we simply define \(\nabla H(\mu)\) as the origin of \(C_\mu[\mathcal{P}(M)]\). A trajectory of the gradient flow of \(H\) (which will be called a gradient curve) should be understood as a curve \(\xi\) solving \(\dot{\xi}(t) = \nabla H(\xi(t))\). Precisely, we adopt the following definition.

Definition 8.4 (Gradient curves). We call a continuous curve \(\xi : [0, l) \rightarrow \mathcal{P}^*_H(M)\) which is locally Lipschitz on \((0, l)\) a gradient curve of \(H\) if it holds \(|\nabla H|(\xi(t)) < \infty\) for all \(t \in (0, l)\) and if \(\xi\) is right differentiable with \(\dot{\xi}(t) = \nabla H(\xi(t))\) at all \(t \in (0, l)\). We say that a gradient curve \(\xi\) is complete if it is defined on entire \([0, \infty)\).
By virtue of the $K$-convexity of $H$ as well as the compactness of $M$, there starts a unique gradient curve from an arbitrary initial point $\mu \in \mathcal{P}_H^*(M)$ enjoying the $K$-contraction property as follows.

**Theorem 8.5** [44, Theorem 5.11, Corollary 6.3], [28, Theorem 4.2]. Let $M$ be compact and $H : \mathcal{P}(M) \rightarrow (-\infty, +\infty]$ be a $K$-convex function for some $K \in \mathbb{R}$.

(i) From any $\mu \in \mathcal{P}_H^*(M)$, there exists a unique complete gradient curve $\xi : [0, \infty) \rightarrow \mathcal{P}_H^*(M)$ of $H$ with $\xi(0) = \mu$.

(ii) ($K$-contraction property) For any two gradient curves $\xi, \zeta : [0, \infty) \rightarrow \mathcal{P}_H^*(M)$ of $H$, we have

\[
W_2(\xi(t), \zeta(t)) \leq e^{-Kt}W_2(\xi(0), \zeta(0))
\]

for all $t \in [0, \infty)$.

The uniqueness in (i) is indeed a consequence of the $K$-contraction property (8.1). Thus, the gradient flow $G : [0, \infty) \times \mathcal{P}_H^*(M) \rightarrow \mathcal{P}_H^*(M)$ of $H$, given as $G(t, \mu) = \xi(t)$ for $\xi$ in Theorem 8.5(i), is uniquely determined and continuously extended to the closure $G : [0, \infty) \times \overline{\mathcal{P}_H^*(M)} \rightarrow \overline{\mathcal{P}_H^*(M)}$.

**8.3. $H_\varphi$ and the $\varphi$-heat equation**

It is an established fact that the gradient flow of the relative entropy (or the free energy) with respect to $\omega$,

\[
\text{Ent}_\omega(\rho \omega) = \int_M \rho \ln \rho d\omega = \int_M (\rho e^{-f}) \ln(\rho e^{-f}) d\text{vol}_g + \int_M f d\mu,
\]

produces solutions to the associated heat equation (or the Fokker–Planck equation)

\[
\frac{\partial \rho}{\partial t} = \Delta^\omega \rho = e^f \{ \Delta(\rho e^{-f}) + \text{div}((\rho e^{-f})\nabla f) \}.
\]

See [30, Theorem 5.1], [68, Section 8.4.2] for the Euclidean case, [44, Theorem 6.6], [28, Theorem 4.6], [69, Corollary 23.23] for the Riemannian case, [48, Section 7] for the Finsler case, and [6, 23, 27, 29, 37] for further related work on various kinds of spaces.
We shall see that a similar argumentation gives weak solutions to the equation

\[
\frac{\partial \rho}{\partial t} = \text{div}_\omega \left( \frac{\rho \nabla \rho}{\varphi(\rho)} + \rho \nabla \Psi \right)
\]

as the gradient flow of the \(\varphi\)-relative entropy \(H_\varphi\). We will call (8.2) the \(\varphi\)-heat equation. Note that \(\sigma = \exp_\varphi(-\Psi)\) is a stationary solution to (8.2) since \(\nabla \sigma = -\varphi(\sigma) \nabla \Psi\). In the special case of \(\varphi_m(s) = s^{2-m}\), (8.2) is called the fast diffusion equation (for \(m < 1\)) or the porous medium equation (for \(m > 1\)). Then this identification was demonstrated by Otto [52] on \((\mathbb{R}^n, L^n)\), and by [69, Theorem 23.19] as well as [51] on weighted Riemannian manifolds (by the different means). We can follow the strategy of [51] for general \(\varphi\), up to some technical difficulties.

We first observe \(|\nabla H_\varphi(\mu)| = \sqrt{I_\varphi(\mu)}\) as Proposition 6.1 suggests.

**Proposition 8.6.** Let \((M, \omega, \varphi, \Psi)\) be a compact admissible space such that \(\text{Ric}_N \geq 0\) and \(\text{Hess} \Psi \geq K\) for some \(K \in \mathbb{R}\). Take \(\mu = \rho \omega \in \mathcal{P}_{ac}(M, \omega)\) with \(\mu[M_\varphi] = 1\), \(H_\varphi(\mu) < \infty\), \(\rho h_\varphi'(\rho) - h_\varphi(\rho) \in H^1(M)\) and with \(|\nabla \rho/\varphi(\rho)| \in L^2(M, \mu)\). Then we have \(|\nabla H_\varphi(\mu)| = \sqrt{I_\varphi(\mu)}\), and the negative gradient vector \(\nabla H_\varphi(\mu)\) is given by \(-\nabla \rho/\varphi(\rho) - \nabla \Psi\).

**Proof.** Given any \(\mu_1 \in \mathcal{P}(M)\) with \(H_\varphi(\mu_1) < \infty\), let \((\mu_t)_{t \in [0, 1]} \subset \mathcal{P}(M)\) be a minimal geodesic from \(\mu_0 = \mu\) to \(\mu_1\) along which \(H_\varphi\) is \(K\)-convex (Theorem 5.7). Letting \(\mu_t = (T_t)_* \mu\) with \(T_t(x) = \exp_x(t \nabla \phi(x))\), we deduce from the \(K\)-convexity of \(H_\varphi\) that

\[
\lim_{t \downarrow 0} \frac{H_\varphi(\mu_t) - H_\varphi(\mu)}{t} \leq H_\varphi(\mu_1) - H_\varphi(\mu) - \frac{K}{2} W_2(\mu, \mu_1)^2.
\]

Combining this with Proposition 6.1, we have

\[
\frac{H_\varphi(\mu) - H_\varphi(\mu_1)}{W_2(\mu, \mu_1)} \leq -\frac{1}{W_2(\mu, \mu_1)} \int_M \left\langle \frac{\nabla \rho}{\varphi(\rho)} + \nabla \Psi, \nabla \phi \right\rangle \, d\mu - \frac{K}{2} W_2(\mu, \mu_1) \\
\leq \sqrt{I_\varphi(\mu)} - \frac{K}{2} W_2(\mu, \mu_1).
\]

Thus, we obtain \(|\nabla H_\varphi(\mu)| \leq \sqrt{I_\varphi(\mu)}\), and equality follows also from Proposition 6.1 by choosing \(\{\phi_i\}_{i \in \mathbb{N}} \subset C^\infty(M)\) which approximates \(-\ln_\varphi(\rho) + \ln_\varphi(\sigma)\) in \(H^1(M, \mu)\). Then, moreover, \(\nabla H_\varphi(\mu)\) is achieved by \(-\nabla \rho/\varphi(\rho) - \nabla \Psi\) (to be precise, \((\mu_t)_{t \in [0, 1]}, W_2(\mu, \mu_1))\) associated with \(\phi_i\) converges to \(\nabla H_\varphi(\mu)\) in \(C_\mu[\mathcal{P}(M)]\). \(\square\)
Now we are ready to show the main theorem of the section.

**Theorem 8.7 (Gradient flow of $H_\varphi$).** Let $(M, \omega, \varphi, \Psi)$ be a compact admissible space such that $\text{Ric}_{N, \varphi} \geq 0$ and $\text{Hess} \Psi \geq K$ on $M_\varphi^N$ for some $K \in \mathbb{R}$. We in addition assume that $\theta_\varphi \in (0, (n+1)/n)$, $\lim_{s \to \infty} s^{\theta_\varphi}/\varphi(s) < \infty$ and that $\Psi$ is Lipschitz. If a curve $(\mu_t)_{t \in [0, \infty)} \subset \mathcal{P}_{ac}(M, \omega)$ with $\mu_t[M_\varphi^N] \equiv 1$ is a gradient curve of $H_\varphi$, then its density function $\rho_t$ is a weak solution to the $\varphi$-heat equation (8.2). To be precise, $\rho_t$ is weakly differentiable as well as $|\nabla \rho_t/\varphi(\rho_t)| \in L^2(M, \mu_t)$ a.e. $t$, and we have

\begin{equation}
\int_M w_{t_1} \, d\mu_{t_1} - \int_M w_{t_0} \, d\mu_{t_0} = \int_{t_0}^{t_1} \int_M \left\{ \frac{\partial w_t}{\partial t} - \left( \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla w_t \right) \right\} \, d\mu_t \, dt
\end{equation}

for all $0 \leq t_0 < t_1 < \infty$ and $w \in C^\infty(\mathbb{R} \times M)$, where $\mu_t = \rho_t \omega$ and $w_t = w(t, \cdot)$.

**Proof.** The weak differentiability of $\rho_t$ and $|\nabla \rho_t/\varphi(\rho_t)| \in L^2(M, \mu_t)$ follow from (I) $\Rightarrow$ (II) of Proposition 9.6 below. Fix $t \in (0, \infty)$ and, given small $\delta > 0$, choose $\mu^\delta \in \mathcal{P}(M)$ as a minimizer of the function

\begin{equation}
\mu \mapsto H_\varphi(\mu) + \frac{W_2(\mu, \mu_t)^2}{2\delta}.
\end{equation}

We postpone the proof of the following technical claim until the end of the section. The condition $\theta_\varphi < (n+1)/n$ will come into play in (i), while $\theta_\varphi > 0$ and $\lim_{s \to \infty} s^{\theta_\varphi}/\varphi(s) < \infty$ will be used in (iii).

**Claim 8.8.** (i) Such a minimizer $\mu^\delta$ of (8.4) indeed exists and is absolutely continuous with respect to $\omega$.

(ii) We have

\[
\lim_{\delta \to 0} \frac{W_2(\mu^\delta, \mu_t)^2}{\delta} = 0, \quad \lim_{\delta \to 0} H_\varphi(\mu^\delta) = H_\varphi(\mu_t).
\]

In particular, $\mu^\delta$ converges to $\mu_t$ weakly.

(iii) Moreover, by putting $\mu^\delta = \rho^\delta \omega$, the function $h_\varphi(\rho^\delta) - h_\varphi'(\rho^\delta)\rho^\delta$ converges to $h_\varphi(\rho_t) - h_\varphi'(\rho_t)\rho_t$ in $L^1(M, \omega)$ as $\delta \downarrow 0$.

Take a semi-convex function $\phi: M \to \mathbb{R}$ such that $T(x) := \exp_x(\nabla \phi(x))$ gives the optimal transport from $\mu^\delta$ to $\mu_t$ (recall Theorem 2.6). We also
consider the transport \( \mu_\varepsilon^\delta := (F_\varepsilon)_\# \mu^\delta \) in another direction for small \( \varepsilon > 0 \), where \( F_\varepsilon(x) := \exp_x(\varepsilon \nabla w_t(x)) \). It immediately follows from the choice of \( \mu^\delta \) that

\[
H_\varphi(\mu_\varepsilon^\delta) + \frac{W_2(\mu_\varepsilon^\delta, \mu_t)^2}{2\delta} \geq H_\varphi(\mu^\delta) + \frac{W_2(\mu^\delta, \mu_t)^2}{2\delta}.
\]

We first estimate the difference of the Wasserstein distances. Observe that, as \( (F_\varepsilon \times \mathcal{T})_\# \mu^\delta \) is a (not necessarily optimal) coupling of \( \mu_\varepsilon^\delta \) and \( \mu_t \),

\[
\limsup_{\varepsilon \downarrow 0} \frac{W_2(\mu_\varepsilon^\delta, \mu_t)^2 - W_2(\mu^\delta, \mu_t)^2}{\varepsilon} \leq \limsup_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_M \left\{ d_g(F_\varepsilon(x), \mathcal{T}(x))^2 - d_g(x, \mathcal{T}(x))^2 \right\} d\mu^\delta(x) = -\int_M 2\langle \nabla w_t, \nabla \phi \rangle d\mu^\delta.
\]

We used the first variation formula for the Riemannian distance function \( d_g \) in the last line (cf., e.g., [18, Theorem II.4.1]). Thanks to the compactness of \( M \), there is a constant \( C > 0 \) (depending only on \( (M, g) \) and \( w \)) such that

\[
w_t(\mathcal{T}(x)) \leq w_t(x) + \langle \nabla w_t(x), \nabla \phi(x) \rangle + C d_g(x, \mathcal{T}(x))^2
\]

for a.e. \( x \in M \). Thus we obtain, by virtue of Claim 8.8(ii),

\[
\liminf_{\delta \downarrow 0} \frac{1}{2\delta} \limsup_{\varepsilon \downarrow 0} \frac{W_2(\mu_\varepsilon^\delta, \mu_t)^2 - W_2(\mu^\delta, \mu_t)^2}{\varepsilon} \leq -\liminf_{\delta \downarrow 0} \frac{1}{\delta} \int_M \langle \nabla w_t, \nabla \phi \rangle d\mu^\delta = \liminf_{\delta \downarrow 0} \frac{1}{\delta} \left\{ \int_M w_t d\mu^\delta - \int_M w_t d\mu_t \right\}.
\]

Next, we calculate the difference of the entropies in (8.5). We put \( \mu^\delta = \rho^\delta \omega, \mu_\varepsilon^\delta = \rho_\varepsilon^\delta \omega \) and \( \mathbf{J}_\varepsilon := e^{J - f(F_\varepsilon)} \det(DF_\varepsilon) \). Then we obtain from
Proposition 6.1 that, as \( w_t \in C^\infty(M) \),

\[
\lim_{\varepsilon \downarrow 0} \frac{H_\varphi(\mu^\delta) - H_\varphi(\mu_\varepsilon^\delta)}{\varepsilon} = \int_M \left[ \{ h_\varphi'(\rho^\delta) \rho^\delta - h_\varphi(\rho^\delta) \} \Delta^\omega w_t + \langle \rho^\delta \nabla \ln \varphi(\sigma), \nabla w_t \rangle \right] d\omega
\]

(we need the conditions \( \text{Ric}_{N_\varphi} \geq 0 \) and \( \text{Hess} \Psi \geq K \) only here for applying Proposition 6.1). Hence, we deduce that, together with Claim 8.8(ii), (iii),

\[
\lim_{\delta \downarrow 0} \lim_{\varepsilon \downarrow 0} \frac{H_\varphi(\mu^\delta) - H_\varphi(\mu_\varepsilon^\delta)}{\varepsilon} = \int_M \left[ \{ h_\varphi'(\rho_t) \rho_t - h_\varphi(\rho_t) \} \Delta^\omega w_t - \langle \rho_t \nabla \Psi, \nabla w_t \rangle \right] d\omega
\]

These together imply

\[
\liminf_{\delta \downarrow 0} \frac{1}{\delta} \left\{ \int_M w_t \, d\mu^\delta - \int_M w_t \, d\mu_t \right\} \geq - \int_M \left\langle \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla w_t \right\rangle d\mu_t.
\]

Moreover, equality holds since we can change \( w \) into \( -w \). Recall from [28, (5)] (see also [44, Lemma 6.4]) that

\[
\lim_{\delta \downarrow 0} \frac{1}{\delta} \left\{ \int_M \eta \, d\mu_{t+\delta} - \int_M \eta \, d\mu^\delta \right\} = 0
\]

holds for all \( \eta \in C^\infty(M) \). Therefore, we conclude

\[
\begin{align*}
\lim_{\delta \downarrow 0} & \frac{1}{\delta} \left\{ \int_M w_{t+\delta} \, d\mu_{t+\delta} - \int_M w_t \, d\mu_t \right\} \\
&= \lim_{\delta \downarrow 0} \frac{1}{\delta} \left\{ \int_M (w_{t+\delta} - w_t) \, d\mu_{t+\delta} + \int_M w_t \, d\mu_{t+\delta} - \int_M w_t \, d\mu_t \right\} \\
&= \int_M \left\{ \frac{\partial w_t}{\partial t} - \left\langle \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla w_t \right\rangle \right\} d\mu_t.
\end{align*}
\]

This shows (8.3) by integration in \( t \). \( \square \)
Remark 8.9. In Theorem 8.7, assuming that $\mu_t$ is absolutely continuous is in fact redundant. If $L_\varphi = \infty$, then $H_\varphi(\mu_t) < \infty$ guarantees $\mu_t \in \mathcal{P}_{ac}(M, \omega)$ by definition. As for $L_\varphi < \infty$, if $\mu_t$ with $t > 0$ has a non-trivial singular part $\mu^s$, then we can modify $\mu_t$ as in the proof of Claim 8.8(i) below (with $\mu^\delta = \mu_t$ and $\pi = \text{diag}_\varphi \mu_t$ where $\text{diag}(x) := (x, x)$) and obtain $\hat{\mu}_r \in \mathcal{P}_{ac}(M, \omega)$ for small $r > 0$ such that

$$W_2(\hat{\mu}_r, \mu_t)^2 \leq \mu^s[M] r^2, \quad \lim_{r \downarrow 0} \frac{H_\varphi(\hat{\mu}_r) - H_\varphi(\mu_t)}{r} = -\infty.$$ 

This yields $|\nabla H_\varphi|((\mu_t)) = \infty$ and contradicts the definition of gradient curves (compare this discussion with [5, Theorem 10.4.8]).

Combining Theorems 5.7, 8.5, 8.7, we obtain the following.

Corollary 8.10. Let $(M, \omega, \varphi, \Psi)$ be an admissible space as in Theorem 8.7, and further suppose that $M^\Psi$ is totally convex. Then the weak solution $(\mu_t)_{t \in [0, \infty)} \subset \mathcal{P}_{ac}(M^\Psi, \omega)$ to the $\varphi$-heat equation constructed in Theorem 8.7 satisfies the $K$-contraction property (8.1).

8.4. Proof of Claim 8.8

(i) The existence follows from the compactness of $\mathcal{P}(M)$ and the lower semi-continuity of $H_\varphi$ (Lemma 5.6). The absolute continuity is obvious if $L_\varphi = \infty$.

Assume $L_\varphi < \infty$, so that $\theta_\varphi \in (1, (n+1)/n)$ and $N_\varphi = (\theta_\varphi - 1)^{-1} \in (n, \infty)$ (Proposition 2.12(ii)). We decompose $\mu^\delta$ into absolutely continuous as well as singular parts $\mu^\delta = \rho \omega + \mu^s$ and suppose $\mu^s[M] > 0$. For small $r > 0$, we modify $\mu^\delta$ into $\hat{\rho}_r \omega \in \mathcal{P}_{ac}(M, \omega)$ as

$$\hat{\rho}_r(x) := \rho(x) + \int_M \frac{\chi_{B(y,r)}(x)}{\omega[B(y,r)]} d\mu^s(y).$$

We shall show that $\hat{\mu}_r$ gives a better choice than $\mu^\delta$ in our approximation scheme (8.4), which is a contradiction and hence $\mu^s[M] = 0$. We first observe

\begin{align*}
\int_M h'_\varphi(\sigma) d\hat{\mu}_r \\
\quad \geq \int_M h'_\varphi(\sigma) d\mu^\delta - \int_M \left| h'_\varphi(\sigma(y)) - \frac{1}{\omega[B(y,r)]} \int_{B(y,r)} h'_\varphi(\sigma) d\omega \right| d\mu^s(y) \\
\quad \geq \int_M h'_\varphi(\sigma) d\mu^\delta - \left\{ \sup_M |\nabla (h'_\varphi \circ \sigma)| \cdot r \right\} \mu^s[M].
\end{align*}
Note that, on \( M^\Psi \), \( h'_\psi(\sigma) = -\Psi - L_\phi \) is Lipschitz since \( \Psi \) is Lipschitz. Given an optimal coupling \( \pi = \pi_1 + \pi_2 \) of \( \mu^\delta \) and \( \mu_t \) such that \((p_1)_y \pi_1 = \rho \omega \) and \((p_1)_y \pi_2 = \mu^s \),
\[
d\hat{\pi}_r(x, z) := d\pi_1(x, z) + \int_{y \in M} \frac{\chi_{B(y,r)}(x)}{\omega[B(y,r)]} d\omega(x) d\pi_2(y, z)
\]
is a coupling of \( \hat{\mu}_r \) and \( \mu_t \). Hence, we find

\[
W_2(\hat{\mu}_r, \mu_t)^2 \leq \int_{M \times M} d_g(x, z)^2 d\pi_1(x, z) + \int_{M \times M} \{d_g(y, z) + r\}^2 d\pi_2(y, z)
\]
\[
\leq \int_{M \times M} d_g(x, z)^2 d\pi(x, z) + \{2 \text{ diam } M + r\} r \pi_2[M \times M]
\]
\[
\leq W_2(\mu^\delta, \mu_t)^2 + \{3 \text{ diam } M \cdot r\} \mu^s[M].
\]

Next, observe that
\[
\int_M h_\phi(\hat{\rho}_r) d\omega = \int_M h_\phi \left( \int_M \left\{ \frac{\rho(x)}{\mu^s[M]} + \frac{\chi_{B(y,r)}(x)}{\omega[B(y,r)]} \right\} d\mu^s(y) \right) d\omega(x).
\]
As \( h_\phi \) is convex, Jensen’s inequality shows
\[
h_\phi \left( \int_M \left\{ \frac{\rho(x)}{\mu^s[M]} + \frac{\chi_{B(y,r)}(x)}{\omega[B(y,r)]} \right\} d\mu^s(y) \right)
\]
\[
\leq \frac{1}{\mu^s[M]} \int_M h_\phi \left( \rho(x) + \frac{\chi_{B(y,r)}(x)}{\omega[B(y,r)]} \mu^s[M] \right) d\mu^s(y).
\]
Since \( h_\phi \) is non-increasing, we deduce from the Fubini theorem that
\[
\int_M h_\phi(\hat{\rho}_r) d\omega
\]
\[
\leq \frac{1}{\mu^s[M]} \int_M \left\{ \int_{M\setminus B(y,r)} h_\phi(\rho) d\omega + \int_{B(y,r)} h_\phi \left( \frac{\mu^s[M]}{\omega[B(y,r)]} \right) d\omega \right\} d\mu^s(y)
\]
\[
\leq \int_M h_\phi(\rho) d\omega - \frac{1}{\mu^s[M]} \int_M \left( \int_{B(y,r)} h_\phi(\rho) d\omega \right) d\mu^s(y)
\]
\[
+ \sup_{y \in M} \left\{ \omega[B(y,r)] \cdot h_\phi \left( \frac{\mu^s[M]}{\omega[B(y,r)]} \right) \right\}.
\]
By virtue of the compactness of $M$, there are constants $0 < C_1 \leq C_2$ such that

$$C_1 r^n \leq \omega[B(y, r)] \leq C_2 r^n$$

for all $y \in M$ and small $r > 0$. Hence we have, as $h_\varphi$ is non-increasing and non-positive,

$$\sup_{y \in M} \left\{ \omega[B(y, r)] \cdot h_\varphi \left( \frac{\nu^s[M]}{\omega[B(y, r)]} \right) \right\} \leq C_1 r^n h_\varphi \left( \frac{\nu^s[M]}{C_2 r^n} \right).$$

We find, by the monotonicity of $\ln \varphi$, Lemma 2.9 and $N_\varphi = (\theta_\varphi - 1)^{-1}$,

$$\limsup_{r \downarrow 0} r^{N_\varphi - 1} h_\varphi(r^{-N_\varphi}) = \limsup_{r \downarrow 0} \left\{ r^{N_\varphi - 1} \int_0^{r^{-N_\varphi}} \ln \varphi(s) \, ds - r^{-1} L_\varphi \right\} \leq \limsup_{r \downarrow 0} \left\{ -r^{-1} \ln \varphi(r^{-N_\varphi}) - r^{-1} L_\varphi \right\} = -\liminf_{r \downarrow 0} \int_{r^{-N_\varphi}}^{\infty} \frac{1}{r \varphi(s)} \, ds \leq -\liminf_{r \downarrow 0} \int_{r^{-N_\varphi}}^{\infty} \frac{s - \theta_\varphi}{r} \, ds = \lim_{r \downarrow 0} \frac{r^{N_\varphi} (\theta_\varphi - 1)}{(1 - \theta_\varphi)^r} = \frac{1}{1 - \theta_\varphi} < 0.$$

Hence we obtain, since $n < N_\varphi < \infty$,

$$r^{n-1} h_\varphi(r^{-n}) = r^{(n-N_\varphi)/N_\varphi} \cdot (r^{n/N_\varphi})^{N_\varphi-1} h_\varphi \left( (r^{n/N_\varphi})^{-N_\varphi} \right) \to -\infty$$

as $r \downarrow 0$ (here we need the hypothesis $\theta_\varphi < (n+1)/n$). Finally, for all $y \in \text{supp} \, \nu^s$, the convexity of $h_\varphi$ yields

$$\int_{B(y, r)} h_\varphi(\rho) \, d\omega \geq \int_{B(y, r)} \{ h_\varphi(\sigma) + h'_\varphi(\sigma) (\rho - \sigma) \} \, d\omega = \int_{B(y, r)} \{ h_\varphi(\sigma) - h'_\varphi(\sigma) \sigma \} \, d\omega + \int_{B(y, r)} h'_\varphi(\sigma) \, d\mu.$$

We therefore obtain

$$\frac{1}{r} \left\{ \int_{M} h_\varphi(\hat{\rho}_r) \, d\omega - \int_{M} h_\varphi(\rho) \, d\omega \right\} \leq -\frac{1}{r} \inf_{y \in M} \left[ \int_{B(y, r)} \{ h_\varphi(\sigma) - h'_\varphi(\sigma) \sigma \} \, d\omega + \int_{B(y, r)} h'_\varphi(\sigma) \, d\mu \right] + C_1 r^{n-1} h_\varphi \left( \frac{\nu^s[M]}{C_2 r^n} \right) \to -\infty.$$
Combining this with (8.6) and (8.7), we conclude that
\[
\lim_{r \downarrow 0} \frac{1}{r} \left\{ H\varphi(\hat{\mu}_r) + \frac{W_2(\hat{\mu}_r, \mu_t)^2}{2\delta} - H\varphi(\mu) - \frac{W_2(\mu, \mu_t)^2}{2\delta} \right\} = -\infty.
\]
This contradicts the choice of \(\mu^\delta\) as a minimizer of (8.4), so that it holds \(\mu^s[M] = 0\).

(ii) By the choice of \(\mu^\delta\), we have
\[
H\varphi(\mu^\delta) + \frac{W_2(\mu^\delta, \mu_t)^2}{2\delta} \leq H\varphi(\mu_t).
\]
Together with \(H\varphi(\mu^\delta) \geq H\varphi(\nu)\) (Lemma 5.5), we immediately observe
\[
\lim_{\delta \downarrow 0} W_2(\mu^\delta, \mu_t)^2 \leq \lim_{\delta \downarrow 0} 2\delta \{H\varphi(\mu_t) - H\varphi(\nu)\} = 0.
\]
Thus \(\mu^\delta\) converges to \(\mu_t\) weakly, and hence
\[
\limsup_{\delta \downarrow 0} \frac{W_2(\mu^\delta, \mu_t)^2}{2\delta} \leq H\varphi(\mu_t) - \liminf_{\delta \downarrow 0} H\varphi(\mu^\delta) \leq 0
\]
by the lower semi-continuity of \(H\varphi\) (Lemma 5.6). These further yield
\[
H\varphi(\mu_t) \leq \liminf_{\delta \downarrow 0} H\varphi(\mu^\delta) \leq \limsup_{\delta \downarrow 0} H\varphi(\mu^\delta) \leq H\varphi(\mu_t).
\]

(iii) This is a consequence of the following lemma.

**Lemma 8.11.** Assume that \(\theta_\varphi \in (0, 2)\) and
\[
C_\varphi := \lim_{s \uparrow \infty} \frac{s^{\theta_\varphi}}{\varphi(s)} < \infty.
\]
If a sequence \(\{\mu_i\}_{i \in \mathbb{N}} \subset \mathcal{P}_{ac}(M, \omega)\) converges to \(\mu \in \mathcal{P}_{ac}(M, \omega)\) weakly and satisfies \(\lim_{i \to \infty} H\varphi(\mu_i) = H\varphi(\mu) < \infty\), then, by setting \(\mu_i = \rho_i \omega\) and \(\mu = \rho \omega\), the function \(h_\varphi(\rho_i) - \rho_i h'_\varphi(\rho_i)\) converges to \(h_\varphi(\rho) - \rho h'_\varphi(\rho)\) in \(L^1(M, \omega)\).

**Proof.** We first show the following claim by using \(\theta_\varphi < 2\).

**Claim 8.12.** For any \(C > 0\), it holds
\[
\lim_{i \to \infty} \| \min\{\rho, C\} - \min\{\rho_i, C\} \|_{L^2(M, \omega)} = 0.
\]
Proof. Assume the contrary, that is, there are some constants $C, \varepsilon > 0$ such that, taking a subsequence of $\{\rho_i\}_{i \in \mathbb{N}}$ if necessary, we have

\begin{equation}
\| \min\{\rho, C\} - \min\{\rho_i, C\}\|_{L^2(M, \omega)} \geq \varepsilon
\end{equation}

for all $i$. Now, since $h''_\varphi(s) = \varphi(s)^{-1}$ is positive and non-increasing, we find

\[
h_\varphi\left(\frac{\rho + \rho_i}{2}\right) \leq h_\varphi(\rho) + h_\varphi(\rho_i) - \frac{|\rho - \rho_i|^2}{8 \max\{\varphi(\rho), \varphi(\rho_i)\}}.
\]

We shall further deduce from $\theta_\varphi < 2$ that

\begin{equation}
\frac{|\rho - \rho_i|^2}{\max\{\varphi(\rho), \varphi(\rho_i)\}} \geq \frac{|\min\{\rho, C\} - \min\{\rho_i, C\}|^2}{\varphi(C)}.
\end{equation}

This is clear if $\max\{\rho, \rho_i\} \leq C$ or $\min\{\rho, \rho_i\} \geq C$. Otherwise, (8.9) is reduced to

\[
\frac{(\tau - \varepsilon)^2}{\varphi(\tau)} \geq \frac{(C - \varepsilon)^2}{\varphi(C)}, \quad \varepsilon \leq C \leq \tau,
\]

and to the monotonicity of the function $s \mapsto (s - \varepsilon)^2/\varphi(s)$ for $s > \varepsilon$. This monotonicity is easily seen by Lemma 2.9, since $\theta_\varphi < 2$ and

\[
\frac{(s - \varepsilon)^2}{\varphi(s)} = \frac{s^{\theta_\varphi}}{\varphi(s)} \cdot s^{2 - \theta_\varphi} \cdot \left(1 - \frac{s}{s^\varphi}\right)^2.
\]

Thus, we obtain from the hypothesis (8.8) that

\[
\int_M h_\varphi\left(\frac{\rho + \rho_i}{2}\right) d\omega \\
\leq \int_M h_\varphi(\rho) + h_\varphi(\rho_i) d\omega - \frac{1}{8 \varphi(C)} \left(\min\{\rho, C\} - \min\{\rho_i, C\}\right)^2 \\
\leq \frac{1}{2} \int_M h_\varphi(\rho) d\omega + \frac{1}{2} \int_M h_\varphi(\rho_i) d\omega - \frac{1}{8 \varphi(C)} \varepsilon^2.
\]

However, as $\lim_{i \to \infty} H_\varphi(\mu_i) = H_\varphi(\mu)$ by assumption, this means that $\bar{\mu}_i := \{(\rho + \rho_i)/2\} \omega$ satisfies

\[
\limsup_{i \to \infty} H_\varphi(\bar{\mu}_i) \leq H_\varphi(\mu) - \frac{1}{8 \varphi(C)} \varepsilon^2.
\]

This contradicts the lower semi-continuity of $H_\varphi$ (Lemma 5.6) and we complete the proof of Claim 8.12.
Observe that
\[
 h_\varphi(r) - rh_\varphi'(r) = \int_0^r \{ \ln(s) - \ln(r) \} \, ds = - \int_0^r \int_s^r \frac{1}{\varphi(t)} \, dt \, ds = - \int_0^r t \frac{dt}{\varphi(t)}.
\]
Combining this with Lemma 2.9, we have for any \(r, s > 0\)
\[
|h_\varphi(r) - rh_\varphi'(r) - h_\varphi(s) - sh_\varphi'(s)| = \left| \int_s^r t \frac{dt}{\varphi(t)} \right| \leq C_\varphi \left| \int_s^r t^{1-\theta_\varphi} \, dt \right| = \frac{C_\varphi}{2-\theta_\varphi}|r^m - s^m|
\]
where we set \(m = 2 - \theta_\varphi > 0\). Thus, we deduce that (8.10)
\[
\int_M |h_\varphi(\rho_i) - \rho_i h_\varphi'(\rho_i) - h_\varphi(\rho) - \rho h_\varphi'(\rho)| \, d\omega \leq \frac{C_\varphi}{2-\theta_\varphi} \int_M |\rho_i^m - \rho^m| \, d\omega.
\]
We are done if the right hand side tends to zero as \(i \to \infty\).

**Claim 8.13.** For \(m = 2 - \theta_\varphi \in (0, 2)\), we have
\[
\rho, \rho_i \in L^m(M, \omega), \quad \lim_{i \to \infty} \|\rho_i - \rho\|_{L^m(M, \omega)} = 0.
\]

**Proof.** The first assertion is clear when \(m \leq 1\). For \(m > 1\), it is a consequence of \(h_\varphi(\rho), h_\varphi(\rho_i) \in L^1(M, \omega)\) (guaranteed by \(H_\varphi(\mu), H_\varphi(\mu_i) < \infty\)). Indeed, by Lemma 2.9 and (2.9), we have on \(\{x \in M | \rho(x) \geq C\}\) for any \(C > 0\)
\[
u_\varphi(\rho) - u_\varphi(C) = \int_C \ln \nu_\varphi(s) \, ds \geq \int_C \nu_m(s) \, ds = \frac{\rho^m - C^m - m(\rho - C)}{m(m-1)},
\]
which implies \(\max \{\rho, C\} \in L^m(M, \omega)\) since \(m - 1 > 0\), \(u_\varphi(\rho) - u_\varphi(C) \geq 0\) and \(u_\varphi(\rho) \in L^1(M, \omega)\). Thus we obtain \(\rho \in L^m(M, \omega)\) and \(\rho_i \in L^m(M, \omega)\) similarly. We remark that, as \(\lim_{i \to \infty} H_\varphi(\mu_i) = H_\varphi(\mu)\) by assumption, we have \(\lim_{i \to \infty} \int_M u_\varphi(\rho_i) \, d\omega = \int_M u_\varphi(\rho) \, d\omega\) so that \(\int_M \rho_i^m \, d\omega\) is uniformly bounded in \(i\).

As for the second estimate, thanks to Claim 8.12 and \(m < 2\), it suffices to show that \(\rho_i - \min \{\rho_i, C\}\) converges to \(\rho - \min \{\rho, C\}\) in \(L^m(M, \omega)\) for
some (arbitrarily fixed) $C > 0$. Note first that
\[ |\rho_i - \min\{\rho_i, C\} - (\rho - \min\{\rho, C\})| = |\max\{\rho_i, C\} - \max\{\rho, C\}|.\]

We put $\rho^C_i := \max\{\rho_i, C\}$ and $\rho^C := \max\{\rho, C\}$ for brevity. By the same argumentation as Claim 8.12, $\lim_{i \to \infty} H_\varphi(\mu_i) = H_\varphi(\mu)$ yields
\[ \lim_{i \to \infty} \int_M \frac{|\rho_i - \rho|^2}{\max\{\varphi(\rho_i), \varphi(\rho)\}} \, d\omega = 0. \]

Since $\varphi$ is positive and non-decreasing, it holds
\[ \int_M \frac{|\rho_i - \rho|^2}{\max\{\varphi(\rho_i), \varphi(\rho)\}} \, d\omega \geq \int_M \frac{|\rho^C_i - \rho^C|^2}{\varphi(\rho^C_i) + \varphi(\rho^C)} \, d\omega. \]

It follows from the Hölder inequality that
\[ \|\rho^C_i - \rho^C\|^{m}_{L^m(M, \omega)} \leq \left( \int_M \frac{|\rho^C_i - \rho^C|^2}{\varphi(\rho^C_i) + \varphi(\rho^C)} \, d\omega \right)^{m/2} \left( \int_M \{\varphi(\rho^C_i) + \varphi(\rho^C)\}^{m/\theta_\varphi} \, d\omega \right)^{\theta_\varphi/2}. \]

Observe that
\[ \{\varphi(\rho^C_i) + \varphi(\rho^C)\}^{m/\theta_\varphi} \leq \begin{cases} \varphi(\rho^C_i)^{m/\theta_\varphi} + \varphi(\rho^C)^{m/\theta_\varphi}, & \text{for } m \leq 1, \\
2^{m/\theta_\varphi - 1}\{\varphi(\rho^C_i)^{m/\theta_\varphi} + \varphi(\rho^C)^{m/\theta_\varphi}\}, & \text{for } m > 1. \end{cases} \]

We deduce from Lemma 2.9 that
\[ \varphi(\rho^C_i)^{m/\theta_\varphi} + \varphi(\rho^C)^{m/\theta_\varphi} \leq \frac{\varphi(C)^{m/\theta_\varphi}}{C^{m}}\{(\rho^C_i)^{m} + (\rho^C)^{m}\}. \]

Since $\int_M (\rho^C_i)^{m} \, d\omega$ is uniformly bounded in $i$, we find
\[ \limsup_{i \to \infty} \int_M \{\varphi(\rho^C_i) + \varphi(\rho^C)\}^{m/\theta_\varphi} \, d\omega < \infty, \]

and hence $\lim_{i \to \infty} \|\rho^C_i - \rho^C\|^{m}_{L^m(M, \omega)} = 0. \quad \square$
Now we obtain, for $m \leq 1$,
\[
\int_M |\rho_i^m - \rho^m| \, d\omega \leq \int_M |\rho_i - \rho|^m \, d\omega \to 0 \quad (i \to \infty)
\]
with the help of Claim 8.13. Similarly, it holds for $m > 1$ that
\[
\int_M |\rho_i^m - \rho^m| \, d\omega \leq m \int_M |\rho_i - \rho| \max\{\rho_i, \rho\}^{m-1} \, d\omega
\leq m \left( \int_M |\rho_i - \rho|^m \, d\omega \right)^{1/m} \left( \int_M (\rho_i + \rho)^m \, d\omega \right)^{(m-1)/m}
\to 0 \quad (i \to \infty).
\]

We remark that, in Lemma 8.11 and hence in Theorem 8.7, the assumptions $\theta_\varphi \in (0, 2)$ and $C_\varphi < \infty$ can be replaced with
\[
\delta_\varphi \in (0, 2), \quad D_\varphi := \lim_{s \downarrow 0} s^{\delta_\varphi} < \infty, \quad d_\varphi := \lim_{s \uparrow \infty} s^{\delta_\varphi} > 0.
\]
Indeed, then we have
\[
\frac{s^{\delta_\varphi}}{D_\varphi} \leq \varphi(s) \leq \frac{s^{\delta_\varphi}}{d_\varphi}
\]
for all $s > 0$, and (8.10) becomes
\[
\int_M \left| h_\varphi(\rho_i) - \rho_i h_\varphi'(\rho_i) - h_\varphi(\rho) - \rho h_\varphi'(\rho) \right| \, d\omega \leq \frac{D_\varphi}{2 - \delta_\varphi} \int_M |\rho_i^m - \rho^m| \, d\omega
\]
for $m := 2 - \delta_\varphi$. With this $m \in (0, 2)$, Claim 8.13 follows from Proposition 2.13 and $\varphi(s) \leq s^{\delta_\varphi}/d_\varphi$ (Claim 8.12 is unnecessary in this case since we can treat $\rho$ and $\rho_i$ themselves instead of $\rho^C$ and $\rho_i^C$).

Note that $C_\varphi = D_\varphi = d_\varphi = 1 < \infty$ for $\varphi_m(s) = s^{2-m}$. For
\[
\varphi(s) := \begin{cases} \sqrt{s} & \text{for } 0 < s < 1, \\ s & \text{for } s \geq 1, \end{cases}
\]
we have $\theta_\varphi = 1$, $\delta_\varphi = 1/2$, $C_\varphi = D_\varphi = 1$ and $d_\varphi = 0$. An example of $\varphi$ with $C_\varphi = \infty$ is
\[
\varphi(s) := \begin{cases} \sqrt{s} & \text{for } 0 < s < 1, \\ s & \text{for } 1 \leq s \leq 2, \\ \sqrt{2s} & \text{for } s > 2, \end{cases}
\]
for which $\theta_\varphi = 1$, $\delta_\varphi = 1/2$, $D_\varphi = 1$ and $d_\varphi = 1/\sqrt{2}$.\]
9. Gradient flow of $H_\phi$: non-compact case

We continue to study gradient flows in the Wasserstein space $(\mathcal{P}^2(M), W_2)$. For non-compact $M$, we can not follow the intrinsic argument in Subsection 8.1 since Theorem 8.1 is unavailable. We can nevertheless introduce a Riemannian structure of $\mathcal{P}^2(M)$ using the underlying Riemannian structure of $M$. Then gradient flows in $\mathcal{P}^2(M)$ are also formulated with the help of the underlying Riemannian/differentiable structure of $M$. In order to see that the analogue of Theorem 8.7 holds true, we follow the argumentation in [5, 22] and [69, Chapter 23]. We refer to [5] for the further deep theory of gradient flows.

9.1. Riemannian structure of $(\mathcal{P}^2(M), W_2)$

Recall that minimal geodesics in $\mathcal{P}^2(M)$ emanating from absolutely continuous measures are described by the gradient vector fields of appropriate functions (Theorem 2.6). This leads the following definitions due to Otto [52] of the tangent spaces and the Riemannian structure.

Definition 9.1 (Otto’s Riemannian structure). We set

$$\hat{T}\mathcal{P} := \{ \Phi = \nabla \phi \mid \phi \in C^\infty_c(M) \}$$

and define the tangent space $(T_\mu \mathcal{P}^2, \langle \cdot, \cdot \rangle_\mu)$ of $\mathcal{P}^2(M)$ at $\mu \in \mathcal{P}^2(M)$ as the completion of $\hat{T}\mathcal{P}$ with respect to the norm $\| \cdot \|_\mu$ induced from the inner product

$$\langle \Phi_1, \Phi_2 \rangle_\mu := \int_M \langle \Phi_1, \Phi_2 \rangle d\mu, \quad \Phi_1, \Phi_2 \in \hat{T}\mathcal{P}.$$

Note that $\langle \cdot, \cdot \rangle_\mu$ is extended to the whole space $T_\mu \mathcal{P}^2$ as the limit, and $(T_\mu \mathcal{P}^2, \langle \cdot, \cdot \rangle_\mu)$ is a Hilbert space. We next introduce the class of “differentiable curves” in a purely metric way (cf. [5, Section 1.1]).

Definition 9.2 (Absolutely continuous curves). For $p \in [1, \infty]$, a curve $(\mu_t)_{t \in I} \subset \mathcal{P}^2(M)$ on an open interval $I \subset \mathbb{R}$ is said to be $p$-absolutely continuous if there is some $\eta \in L^p_{\text{loc}}(I)$ such that

$$W_2(\mu_s, \mu_t) \leq \int_s^t \eta(r) \, dr$$

holds for all $s, t \in I$ with $s < t$. 
Note that \( p \)-absolutely continuous curves are continuous. We will consider only \( 2 \)-absolutely continuous curves, so that we simply call them absolutely continuous curves. For any absolutely continuous curve \((\mu_t)_{t \in I} \subset \mathcal{P}^2(M)\), the metric derivative
\[
|\dot{\mu}_t| := \lim_{s \to t} \frac{W_2(\mu_s, \mu_t)}{|t-s|}
\]
exists for a.e. \( t \in I \), and \( \eta(t) = |\dot{\mu}_t| \) is a minimal function satisfying (9.1) (cf. [5, Theorem 1.1.2]). We can associate a one-parameter family of vector fields on \( M \) with an absolutely continuous curve in \( \mathcal{P}^2(M) \) via the continuity equation on \( M \).

**Proposition 9.3 [5, Theorem 8.3], [22, Proposition 2.5].** Given an absolutely continuous curve \((\mu_t)_{t \in I} \subset \mathcal{P}^2(M)\), there exists a Borel vector field \( \Phi : I \times M \to TM \) (with \( \Phi_t(x) := \Phi(t, x) \in T_x M \)) satisfying \( \Phi_t \in T_{\mu_t} \mathcal{P}^2 \) for a.e. \( t \in I \) as well as the continuity equation
\[
\frac{\partial \mu_t}{\partial t} + \text{div}(\Phi_t \mu_t) = 0
\]
in the weak sense that
\[
(9.2) \int_I \int_M \left\{ \frac{\partial w_t}{\partial t} + \langle \Phi_t, \nabla w_t \rangle \right\} d\mu_t dt = 0
\]
holds for all \( w \in C^\infty_c(I \times M) \). Such a vector field \( \Phi \) (satisfying \( \Phi_t \in T_{\mu_t} \mathcal{P}^2 \) and (9.2)) is uniquely determined up to a difference on a null measure set with respect to \( d\mu_t dt \), and we have \( \|\Phi_t\|_{\mu_t} = |\dot{\mu}_t| \) for a.e. \( t \in I \).

Conversely, if a curve \((\mu_t)_{t \in I} \subset \mathcal{P}^2(M)\) admits a Borel vector field \( \Phi : I \times M \to TM \) satisfying (9.2) and \( \int_{t_0}^{t_1} \|\Phi_t\|^2_{\mu_t} dt < \infty \) for all \( t_0, t_1 \in I \) with \( t_0 < t_1 \), then \((\mu_t)_{t \in I}\) is absolutely continuous and \( |\dot{\mu}_t| \leq \|\Phi_t\|_{\mu_t} \) at a.e. \( t \in I \).

**Definition 9.4 (Tangent vector fields).** We say that the vector field \( \Phi \) as in Proposition 9.3 is the tangent vector field of the absolutely continuous curve \((\mu_t)_{t \in I}\), and write \( \dot{\mu}_t = \Phi_t \) (for a.e. \( t \in I \)).

It is guaranteed by the following Benamou–Brenier formula [11] that Otto’s Riemannian structure is compatible with the \( W_2 \)-structure,
\[
W_2(\mu_0, \mu_1) = \inf_{(\mu_t)_{t \in [0,1]}} \left( \int_0^1 \|\dot{\mu}_t\|^2_{\mu_t} dt \right)^{1/2}
\]
for any \( \mu_0, \mu_1 \in \mathcal{P}^2(M) \), where the infimum is taken over all absolutely continuous curves \( (\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M) \) from \( \mu_0 \) to \( \mu_1 \).

## 9.2. Gradient flow of \( H_\varphi \)

Using the Riemannian structure of \( \mathcal{P}^2(M) \) in the previous subsection, we can formulate gradient curves (trajectories of gradient flow) in a way different from the previous section. We first define gradient vectors.

**Definition 9.5 (Gradient vectors).** Given a functional \( H : \mathcal{P}^2(M) \to (-\infty, \infty] \) and \( \mu \in \mathcal{P}^2_{\text{ac}}(M) \) with \( H(\mu) < \infty \), we say that \( H \) is differentiable at \( \mu \) if there is \( \Phi \in T_\mu \mathcal{P}^2 \) such that

\[
\limsup_{t \downarrow 0} \frac{H(\mu_t) - H(\mu)}{t} \leq \int_M \langle \Phi, \nabla \varphi \rangle \, d\mu
\]

along all minimal geodesics \( (\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M) \) with \( \mu_0 = \mu \), where \( \mu_t = (T_t)_\sharp \mu \) with \( T_t(x) = \exp_x(t \nabla \varphi(x)) \), and if equality holds for \( \varphi \in C^\infty_c(M) \) (with \( \lim_{t \downarrow 0} \) in place of \( \limsup_{t \downarrow 0} \)). Such \( \Phi \) is unique if it exists, so that we will write \( \nabla_W H(\mu) = \Phi \).

Note that \( |\nabla(-H)|(\mu) \leq \|\nabla_W H(\mu)\|_\mu \) holds by the Cauchy–Schwarz inequality. A gradient curve of the \( \varphi \)-relative entropy \( H_\varphi \) should be understood as a solution to \( \dot{\mu}_t = \nabla_W [-H_\varphi](\mu_t) \). Compare the next proposition with Proposition 8.6.

**Proposition 9.6.** Let \( (M, \omega, \varphi, \Psi) \) be admissible, assume \( \operatorname{Ric}_{N_\varphi} \geq 0 \) and \( \operatorname{Hess} \Psi \geq K \) on \( M^\Psi \) for some \( K \in \mathbb{R} \) \((K > 0 \text{ if } M \text{ is non-compact and } \theta_\varphi < 1)\). Fix \( \mu = \rho \omega \in \mathcal{P}^2_{\text{ac}}(M, \omega) \) with \( \mu[M^\Psi_\varphi] = 1 \), \( H_\varphi(\mu) < \infty \) and with \( |\nabla \Psi| \in L^2(M, \mu) \). Then the following are equivalent:

1. \( |\nabla H_\varphi|(\mu) < \infty \),
2. \( \rho \in H^1_{\text{loc}}(M) \) and

\[
\frac{\nabla \rho}{\varphi(\rho)} + \nabla \Psi = -\Phi
\]

holds \( \mu \)-a.e. for some \( \Phi \in T_\mu \mathcal{P}^2 \).

Moreover, then we have \( \Phi = \nabla_W [-H_\varphi](\mu) \) and \( \|\Phi\|_\mu = |\nabla H_\varphi|(\mu) \).
Proof. (I) \Rightarrow (II): Note that, by the calculation (before the integration by parts) in the proof of Proposition 6.1,

\[
\left| \int_M \left[ h'_\phi(\rho) \rho - h_\phi(\rho) \right] \text{div}_\omega V - \langle \rho \nabla \Psi, V \rangle \right| d\omega = \lim_{t \downarrow 0} \left\{ \frac{H_\phi(\mu) - H_\phi(\mu_t)}{W_2(\mu, \mu_t)} \frac{W_2(\mu, \mu_t)}{t} \right\} \leq |\nabla H_\phi|(|\mu| \|V\|_\mu)
\]

for all $C^\infty$-vector fields $V$ of compact support, where we put $\mu_t = (T_t)_#\mu$ with $T_t(x) = \exp_x(t\nabla \phi(x))$. Hence the hypothesis (I) together with $\Psi \in H^1_{\text{loc}}(M)$ ensures that the function $h'_\phi(\rho) \rho - h_\phi(\rho)$ is weakly differentiable. Since the function $s \mapsto -\frac{\nabla}{\phi(s)} h'_\phi(s) - h_\phi(s)$ is differentiable and increasing in $s > 0$, this implies $\rho \in H^1_{\text{loc}}(M)$, and we observe

\[
\nabla[h'_\phi(\rho) \rho - h_\phi(\rho)] = \frac{\rho}{\phi(\rho)} \nabla \rho.
\]

Moreover, the above estimate shows that the function

\[
\tilde{T}_\mu \mathcal{P} \ni \nabla \phi \mapsto \int_M \left( \nabla[h'_\phi(\rho) \rho - h_\phi(\rho)] + \rho \nabla \Psi, \nabla \phi \right) d\omega = \int_M \left\langle \frac{\nabla \rho}{\phi(\rho)} + \nabla \Psi, \nabla \phi \right\rangle d\mu
\]

is extended to a bounded linear operator on the closure $T_\mu \mathcal{P}^2$. Therefore the Riesz representation theorem shows that there exists $\Phi \in T_\mu \mathcal{P}^2$ with

\[
\|\Phi\|_\mu \leq |\nabla H_\phi|(|\mu|), \quad \int_M \left\langle \frac{\nabla \rho}{\phi(\rho)} + \nabla \Psi, \Xi \right\rangle d\mu = \int_M \langle -\Phi, \Xi \rangle d\mu
\]

for all $\Xi \in T_\mu \mathcal{P}^2$. Thus, we have $\nabla \rho/\phi(\rho) + \nabla \Psi = -\Phi$ $\mu$-a.e.

(II) $\Rightarrow$ (I): We remark that the condition $K > 0$ for $\theta_\phi < 1$ makes Proposition 6.1 applicable. Thus we obtain

\[
\limsup_{t \downarrow 0} \frac{H_\phi(\mu) - H_\phi(\mu_t)}{t} \leq \int_M \langle \Phi, \nabla \phi \rangle d\mu
\]

along every minimal geodesic $(\mu_t)_{t \in [0,1]} \subset \mathcal{P}^2(M)$ with $\mu_0 = \mu$, where $\mu_t = (T_t)_#\mu$ and $T_t(x) = \exp_x(t\nabla \phi(x))$, and equality holds if $\phi \in C^\infty_c(M)$. Hence $|\nabla H_\phi|(|\mu|) < \infty$ follows from the hypothesis $\Phi \in T_\mu \mathcal{P}^2$, and we find $\Phi = \nabla_W [-H_\phi](\mu)$ in the sense of Definition 9.5. We have $\|\Phi\|_\mu \leq |\nabla H_\phi|(|\mu|)$ by (9.3), and $|\nabla H_\phi|(|\mu|) \leq \|\Phi\|_\mu$ by (9.4), so that $\|\Phi\|_\mu = |\nabla H_\phi|(|\mu|)$ holds. \qed
Now, we are ready to show the main result of the section. We remark that the roles of the conditions $\text{Ric}_{N_{\varphi}} \geq 0$ and $\text{Hess}\,\Psi \geq K$ are implicit at this stage, whereas they were necessary for applying Proposition 6.1.

**Theorem 9.7 (Gradient flow of $H_{\varphi}$).** Suppose that $(M, \omega, \varphi, \Psi)$ is admissible and satisfies $\text{Ric}_{N_{\varphi}} \geq 0$ as well as $\text{Hess}\,\Psi \geq K$ on $M^\varphi$ for some $K \in \mathbb{R}$ ($K > 0$ if $M$ is non-compact and $\theta_{\varphi} < 1$). Let $(\mu_t)_{t \in [0, \infty)} \subset \mathcal{P}^2_{\text{ac}}(M, \omega)$ be a continuous curve such that $\mu_t[M^\varphi] = 1$, $H_{\varphi}(\mu_t) < \infty$ and $|\nabla \Psi| \in L^2(M, \mu_t)$ for all $t > 0$. Then $(\mu_t)_{t \in (0, \infty)}$ is an absolutely continuous curve satisfying

$$\dot{\mu}_t = \nabla W[-H_{\varphi}](\mu_t) \in T_{\mu_t}\mathcal{P}^2$$

at a.e. $t \in (0, \infty)$ if and only if $(\rho_t)_{t \in [0, \infty)}$ is a weak solution to the $\varphi$-heat equation (8.2) with $\int_{t_0}^{t_1} |\nabla \rho_t/\varphi(\rho_t)|^2 d\mu_t dt < \infty$ for all $0 < t_0 < t_1 < \infty$, where $\mu_t = \rho_t \omega$.

**Proof.** Suppose $\dot{\mu}_t = \nabla W[-H_{\varphi}](\mu_t)$ a.e. $t$. Since we have $|\nabla H_{\varphi}|(\mu_t) \leq \|\nabla W[-H_{\varphi}](\mu_t)\|_{\mu_t} < \infty$ by definition, Proposition 9.6 yields

$$\dot{\mu}_t = -\left(\frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi\right) \in T_{\mu_t}\mathcal{P}^2 \quad \text{a.e. } t.$$

Then it follows from the continuity equation (9.2) that

$$\int_0^\infty \int_M \frac{\partial \rho_t}{\partial t} d\mu_t dt = \int_0^\infty \int_M \left\langle \nabla \rho_t, \nabla \Psi, \nabla \rho_t \right\rangle d\mu_t dt$$

for all $w \in C^\infty_c((0, \infty) \times M)$. Therefore $\rho_t$ weakly solves (8.2).

Conversely, if $\rho_t$ is a weak solution to (8.2) with $\int_{t_0}^{t_1} |\nabla \rho_t/\varphi(\rho_t)|^2 d\mu_t dt < \infty$, then the same calculation implies that

$$\Phi_t = -\left(\frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi\right)$$

satisfies the continuity equation (9.2), and hence $(\mu_t)_{t \in (0, \infty)}$ is absolutely continuous by Proposition 9.3. As Proposition 6.1 guarantees $|\nabla H_{\varphi}|(\mu_t) \leq \|\Phi_t\|_{\mu_t} < \infty$ a.e. $t$ (by (9.4)), Proposition 9.6 shows $\Phi_t = \nabla W[-H_{\varphi}](\mu_t) \in T_{\mu_t}\mathcal{P}^2$ and then the uniqueness of a solution to the continuity equation (Proposition 9.3) yields $\dot{\mu}_t = \Phi_t = \nabla W[-H_{\varphi}](\mu_t)$ a.e. $t$. □
9.3. Remarks on construction and contraction

We can construct the gradient flow of $H_\varphi$ along the line of [22, Section 5], provided that $M$ is compact. Precisely, we need the compactness for applying Lemma 5.6, Claim 8.8(i) and Lemma 8.11.

Now, let us assume that $(M, \omega, \varphi, \Psi)$ satisfies the hypothesis in Theorem 9.7, and take an absolutely continuous curve $(\mu_t)_{t \in [0, \infty)} \subset P^2_{ac}(M, \omega)$ with $\mu_t = \rho_t \omega$ such that $\mu_t[M^\varphi] = 1$, $H_\varphi(\mu_t) < \infty$, $|\nabla \Psi| \in L^2(M, \mu_t)$ for all $t > 0$, $\int_{t_0}^{t_1} |\nabla \rho_t(\varphi(\rho_t))|^2 d\mu_t dt < \infty$ for all $0 < t_0 < t_1 < \infty$, and that, at a.e. $t > 0$,

$$
(9.5) \quad \frac{d}{dt} \left[ \int_M w d\mu_t \right] = -\int_M \left( \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla w \right) d\mu_t
$$

holds for all $w \in C^\infty_c(M)$.

**Proposition 9.8 (Evolution variational inequality).** In the above situation, for any $\bar{\mu} \in P^2(M)$,

$$
(9.6) \quad \frac{d}{dt} \left[ \frac{W_2(\mu_t, \bar{\mu})^2}{2} \right] + \frac{K}{2} W_2(\mu_t, \bar{\mu})^2 + H_\varphi(\mu_t) \leq H_\varphi(\bar{\mu})
$$

holds for a.e. $t > 0$.

**Proof.** Assume $H_\varphi(\bar{\mu}) < \infty$ without loss of generality. Fix $t > 0$ where (9.5) holds and $W_2(\mu_t, \bar{\mu})$ is differentiable. Let $\phi$ be a Kantorovich potential inducing the optimal transport from $\mu_t$ to $\bar{\mu}$ as in Theorem 2.6. Then it follows from the Kantorovich duality (see, e.g., [5, 69]) and (9.5) that, for small $\varepsilon > 0$,

$$
\frac{W_2(\mu_t, \bar{\mu})^2 - W_2(\mu_{t-\varepsilon}, \bar{\mu})^2}{2\varepsilon} \leq \frac{1}{\varepsilon} \left\{ -\int_M \phi d\mu_t + \int_M \phi d\mu_{t-\varepsilon} \right\} \rightarrow \int_M \left( \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla \phi \right) d\mu_t
$$

as $\varepsilon \downarrow 0$. Putting $\alpha(s) := [\exp(s\nabla \phi)]_{\#}\mu_t$ for $s \in [0, 1]$, we obtain from Proposition 6.1 and the $K$-convexity of $H_\varphi$ that

$$
\int_M \left( \frac{\nabla \rho_t}{\varphi(\rho_t)} + \nabla \Psi, \nabla \phi \right) d\mu_t \leq \liminf_{s \downarrow 0} \frac{H_\varphi(\alpha(s)) - H_\varphi(\mu_t)}{s} \leq H_\varphi(\bar{\mu}) - H_\varphi(\mu_t) - \frac{K}{2} W_2(\mu_t, \bar{\mu})^2.
$$

This completes the proof. \qed
The above *evolution variational inequality* (9.6) readily derives the \( K \)-contraction property as follows. For two curves \((\mu_t)_{t \in [0, \infty)}\), \((\bar{\mu}_t)_{t \in [0, \infty)}\) satisfying (9.6), fix \( t > 0 \) and take the midpoint \( \hat{\mu} \) between \( \mu_t \) and \( \bar{\mu}_t \). Then (9.6) and the \( K \)-convexity of \( H_\varphi \) yield

\[
\limsup_{\varepsilon \downarrow 0} \frac{W_2(\mu_{t+\varepsilon}, \bar{\mu}_{t+\varepsilon})^2 - W_2(\mu_t, \bar{\mu}_t)^2}{2\varepsilon} \\
\leq \limsup_{\varepsilon \downarrow 0} \frac{W_2(\mu_{t+\varepsilon}, \hat{\mu})^2 + W_2(\bar{\mu}_{t+\varepsilon}, \hat{\mu})^2 - W_2(\mu_t, \hat{\mu})^2 - W_2(\bar{\mu}_t, \hat{\mu})^2}{\varepsilon} \\
\leq -K\{W_2(\mu_t, \hat{\mu})^2 + W_2(\hat{\mu}, \bar{\mu}_t)^2\} + 2\{2H_\varphi(\hat{\mu}) - H_\varphi(\mu_t) - H_\varphi(\bar{\mu}_t)\} \\
\leq -KW_2(\mu_t, \bar{\mu}_t)^2.
\]

Therefore we have \( W_2(\mu_t, \bar{\mu}_t) \leq e^{-Kt}W_2(\mu_0, \bar{\mu}_0) \) for all \( t > 0 \). The \( K \)-contraction property in particular implies the uniqueness of the gradient flow. Thus, in the compact case, the gradient flow of \( H_\varphi \) constructed in Theorem 8.7 coincides with the (unique) gradient flow in Theorem 9.7.

We also mention an interesting contribution due to Gigli [25], he showed the unique existence of the gradient flow of the relative entropy in a quite general situation without relying on the contractivity. As mentioned at the end of [25], however, his technique uses some special properties of the generating function \( u_\varphi(s) = s \log s - s \) and is not applicable to all \( \varphi \)'s in our consideration (e.g., \( \varphi_m \) for \( m < 1 \) is excluded).

10. Finsler case

Most results in this article are extended to Finsler manifolds according to the theory of Ricci curvature developed in [45, 48] (see also a survey [46]). A Finsler manifold is a differentiable manifold equipped with a (Minkowski) norm on each tangent space. Restricting these norms to those coming from inner products, we have the family of Riemannian manifolds as a subclass. We refer to [10] and [60] for the basics of Finsler geometry.

10.1. Finsler manifolds

Let \( M \) be a connected \( n \)-dimensional \( C^\infty \)-manifold without boundary. Given a local coordinate \((x^i)_{i=1}^n \) on an open set \( U \subset M \), we will always use the
coordinate \((x^i, v^j)_{i,j=1}^n\) of \(TU\) such that
\[
v = \sum_{j=1}^n v^j \frac{\partial}{\partial x^j} \bigg|_x \in T_x M, \quad x \in U.
\]

**Definition 10.1 (Finsler structures).** We say that a non-negative function \(F : TM \rightarrow [0, \infty)\) is a \(C^\infty\)-Finsler structure of \(M\) if the following three conditions hold:

1. (Regularity) \(F\) is \(C^\infty\) on \(TM \setminus 0\), where \(0 \subset TM\) stands for the zero section.
2. (Positive 1-homogeneity) It holds \(F(cv) = cF(v)\) for all \(v \in TM\) and \(c > 0\).
3. (Strong convexity) The \(n \times n\) symmetric matrix

   \[
   (g_{ij}(v))_{i,j=1}^n := \left(\frac{1}{2} \frac{\partial^2 (F^2)}{\partial v^i \partial v^j}(v)\right)_{i,j=1}^n
   \]

   is positive-definite for all \(v \in T_x M \setminus 0\).

We call such a pair \((M, F)\) a \(C^\infty\)-Finsler manifold.

In other words, \(F\) provides a \(C^\infty\)-Minkowski norm (see Example 10.2(a) below) on each tangent space \(T_x M\) which varies smoothly also in the horizontal direction. For \(x, y \in M\), we define the distance from \(x\) to \(y\) in a natural way by \(d_F(x, y) := \inf_{\gamma} \int_0^1 F(\dot{\gamma}(t))\ dt\), where the infimum is taken over all \(C^1\)-curves \(\gamma : [0, 1] \rightarrow M\) such that \(\gamma(0) = x\) and \(\gamma(1) = y\). Note that \(d_F\) is not necessarily symmetric, namely \(d_F(y, x) \neq d_F(x, y)\) can happen, since \(F\) is only positively homogeneous. A \(C^\infty\)-curve \(\gamma\) on \(M\) is called a geodesic if it is locally distance minimizing and has a constant speed (i.e., \(F(\dot{\gamma})\) is constant). We remark that \(t \mapsto \gamma(1-t)\) may not be a geodesic. Given \(v \in T_x M\), if there is a geodesic \(\gamma : [0, 1] \rightarrow M\) with \(\dot{\gamma}(0) = v\), then we define the exponential map by \(\exp_x(v) := \gamma(1)\). We say that \((M, F)\) is forward complete if the exponential map is defined on whole \(TM\). Then the Hopf–Rinow theorem ensures that any pair of points is connected by a minimal geodesic (cf. [10, Theorem 6.6.1]).

We define the \(K\)-convexity of a function \(\Psi : M \rightarrow \mathbb{R}\) in the weak sense similarly to the case of symmetric distances (Definition 4.1), i.e., for any
\( x, y \in M \) there is a minimal geodesic \( \gamma : [0, 1] \longrightarrow M \) from \( x \) to \( y \) such that

\[
\Psi(\gamma(t)) \leq (1 - t)\Psi(x) + t\Psi(y) - \frac{K}{2} (1 - t)td_F(x, y)^2
\]

for all \( t \in [0, 1] \).

For each \( v \in T_xM \setminus 0 \), the positive-definite matrix \((g_{ij}(v))_{i,j=1}^n\) in (10.1) induces the Riemannian structure \( g_v \) of \( T_xM \) via

\[
\left( \sum_{i=1}^n a_i \frac{\partial}{\partial x^i} \right) \left( \sum_{j=1}^n b_j \frac{\partial}{\partial x^j} \right) := \sum_{i,j=1}^n g_{ij}(v) a_i b_j.
\]

This is regarded as the best Riemannian approximation of \( F|_{T_xM} \) in the direction \( v \). In fact, the unit sphere of \( g_v \) is tangent to that of \( F|_{T_xM} \) at \( v/F(v) \) up to the second order. In particular, we have \( g_v(v, v) = F(v)^2 \).

Let us denote by \( \mathcal{L}^* : T^*M \longrightarrow TM \) the Legendre transform. Precisely, \( \mathcal{L}^* \) is sending \( \alpha \in T^*_xM \) to the unique element \( v \in T_xM \) such that \( \alpha(v) = F^*(\alpha)^2 \) and \( F(v) = F^*(\alpha) \), where \( F^* \) stands for the dual norm of \( F \). Note that \( \mathcal{L}^*|_{T^*_xM} \) is a linear operator only when \( F|_{T_xM} \) comes from an inner product. For a differentiable function \( \rho : M \longrightarrow \mathbb{R} \), the gradient vector of \( \rho \) at \( x \) is defined as the Legendre transform of the derivative of \( \rho \),

\[
\nabla \rho(x) := \mathcal{L}^*(D\rho(x)) \in T_xM.
\]

If \( D\rho(x) = 0 \), then clearly \( \nabla \rho(x) = 0 \). If \( D\rho(x) \neq 0 \), then we can write in coordinates

\[
\nabla \rho = \sum_{i,j=1}^n g^{ij}(\nabla \rho) \frac{\partial}{\partial x^j} \frac{\partial}{\partial x^i},
\]

where \((g^{ij})\) stands for the inverse matrix of \((g_{ij})\). We must be careful when \( D\rho(x) = 0 \), because \( g_{ij}(\nabla \rho(x)) \) is not defined as well as the Legendre transform \( \mathcal{L}^* \) being only continuous at the zero section. We also remark that the gradient \( \nabla \) is a non-linear operator (i.e., \( \nabla(\rho_1 + \rho_2)(x) \neq \nabla\rho_1(x) + \nabla\rho_2(x) \) and \( \nabla(-\rho)(x) \neq -\nabla\rho(x) \) in general), since the Legendre transform is non-linear unless \( F \) happens to be Riemannian.

We mention some of basic examples of non-Riemannian Finsler manifolds.

**Example 10.2.** (a) (Minkowski spaces) A *Minkowski norm* \(|\cdot|\) on \( \mathbb{R}^n \) is a non-negative function on \( \mathbb{R}^n \) satisfying the conditions in Definition 10.1. Note that the unit ball of \(|\cdot|\) is a strictly convex (but not
necessarily symmetric to the origin) domain containing the origin in its interior. A Minkowski norm induces a Finsler structure in a natural way through the identification between $T_x \mathbb{R}^n$ and $\mathbb{R}^n$. Then $(\mathbb{R}^n, |\cdot|)$ has the flat flag curvature (the *flag curvature* is a generalization of the sectional curvature).

(b) (Randers spaces) A Randers space $(M, F)$ is a special kind of Finsler manifold given by $F(v) = \sqrt{g(v, v)} + \beta(v)$ for some Riemannian metric $g$ and a one-form $\beta$, where we suppose $|\beta(v)|^2 < g(v, v)$ unless $v = 0$, for $F$ being positive on $TM \setminus 0$. Randers spaces are important in applications and reasonable for concrete calculations. Sometimes $\beta$ is regarded as the effect of wind blowing on the Riemannian manifold $(M, g)$.

(c) (Hilbert geometry) Let $D \subset \mathbb{R}^n$ be a bounded open set with smooth boundary such that its closure $\overline{D}$ is strictly convex. Then the associated Hilbert distance function is defined by

$$d_H(x_1, x_2) := \log\left(\frac{|x_1 - x'_2| \cdot |x_2 - x'_1|}{|x_1 - x'_1| \cdot |x_2 - x'_2|}\right)$$

for distinct $x_1, x_2 \in D$, where $|\cdot|$ is the standard Euclidean norm and $x'_1, x'_2$ are intersections of $\partial D$ and the line passing through $x_1, x_2$ such that $x'_i$ is on the side of $x_i$. Hilbert geometry is known to be realized by a Finsler structure with constant negative flag curvature, and gives the Klein model of hyperbolic space if $D$ is an ellipsoid.

(d) (Teichmüller space) Teichmüller metric on Teichmüller space is arguably one of the most famous Finsler structures in differential geometry. It is known to be complete, while, e.g., the Weil–Petersson metric is incomplete and Riemannian.

### 10.2. Weighted Ricci curvature and non-linear Laplacian

Different from the Riemannian situation, one can not choose a unique canonical measure on a Finsler manifold. There are several constructive measures, such as the *Busemann–Hausdorff measure* and the *Holmes–Thompson measure*, which are canonical in their own ways (see, e.g., [2]). Thus we will fix an arbitrary positive $C^\infty$-measure $\omega$ on $M$ as our base measure, like the theory of weighted Riemannian manifolds.
The Ricci curvature (as the trace of the flag curvature) on a Finsler manifold is defined by using the Chern connection (there are other connections but the flag and Ricci curvatures are in fact independent of the choice of connection). Instead of giving a precise definition in coordinates, here we explain a useful interpretation due to Shen [60, Section 6.2]. Given a unit vector $v \in T_x M \cap F^{-1}(1)$, we extend it to a $C^\infty$-vector field $V$ on a neighborhood of $x$ in such a way that every integral curve of $V$ is geodesic, and consider the Riemannian structure $g_V$ induced from (10.2). Then the Ricci curvature $\text{Ric}(v)$ of $v$ with respect to $F$ coincides with the Ricci curvature of $v$ with respect to $g_V$ (in particular, it is independent of the choice of $V$).

Inspired by the above interpretation of the Ricci curvature as well as the theory of weighted Riemannian manifolds, the weighted Ricci curvature for $(M, F, \omega)$ was introduced in [45] as follows.

**Definition 10.3 (Weighted Ricci curvature).** Given a unit vector $v \in T_x M$, let $\gamma: (-\varepsilon, \varepsilon) \to M$ be the geodesic such that $\dot{\gamma}(0) = v$. We decompose $\omega$ as $\omega = e^{-f} \text{vol}_\gamma$ along $\gamma$, where $\text{vol}_\gamma$ is the volume form of $g_\gamma$. Define

1. $\text{Ric}_n(v) := \begin{cases} \text{Ric}(v) + (f \circ \gamma)''(0) & \text{if } (f \circ \gamma)'(0) = 0, \\ -\infty & \text{otherwise}, \end{cases}$
2. $\text{Ric}_N(v) := \text{Ric}(v) + (f \circ \gamma)''(0) - \frac{(f \circ \gamma)'(0)^2}{N - n}$ for $N \in (-\infty, 0) \cup (n, \infty)$,
3. $\text{Ric}_\infty(v) := \text{Ric}(v) + (f \circ \gamma)''(0)$.

For $c \geq 0$, we set $\text{Ric}_N(cv) := c^2 \text{Ric}_N(v)$.

It is established in [45, Theorem 1.2] that, for $K \in \mathbb{R}$ and $N \in [n, \infty]$, the bound $\text{Ric}_N(v) \geq K F(v)^2$ is equivalent to the curvature-dimension condition $\text{CD}(K, N)$ (note that $(M, d_F)$ is non-branching and thus Sturm’s and Lott–Villani’s conditions are equivalent). This extends the corresponding result on weighted Riemannian manifolds (Theorems 5.1 and 5.2). There are further applications of $\text{Ric}_N$ beyond the curvature-dimension condition, e.g., a Bochner-type formula and gradient estimates [50].

**Remark 10.4.** For a Riemannian manifold $(M, g, \text{vol}_g)$ endowed with the Riemannian volume measure, clearly we have $f \equiv 0$ and hence $\text{Ric}_N = \text{Ric}$ for all $N$. It is also known that, for Finsler manifolds of Berwald type, the Busemann–Hausdorff measure satisfies $(f \circ \gamma)' \equiv 0$ (in other words, Shen’s $S$-curvature vanishes, see [60, Section 7.3]). In general, however, there may
not exist any measure $\omega$ of vanishing $S$-curvature, see [47] for such an example. This means that, on a general Finsler manifold, there is no measure as good as the Riemannian volume measure. This is a reason why we began with an arbitrary measure $\omega$.

Define the divergence of a differentiable vector field $V$ on $M$ with respect to the base measure $\omega$ by

$$\text{div}_\omega V := \sum_{i=1}^{n} \left( \frac{\partial V_i}{\partial x^i} + V_i \frac{\partial \eta}{\partial x^i} \right),$$

where we decompose $\omega$ in coordinates as $d\omega = e^\eta dx^1 dx^2 \cdots dx^n$. Similarly to the Riemannian case, this can be rewritten (and extended to weakly differentiable vector fields) in the weak form as

$$\int_M w \text{div}_\omega V d\omega = -\int_M Dw(V) d\omega$$

for all $w \in C^\infty_c(M)$. Then we define the corresponding Laplacian of $\rho \in H^1_{\text{loc}}(M)$ by $\Delta^\omega \rho := \text{div}_\omega (\nabla \rho)$ in the distributional sense that

$$\int_M w \Delta^\omega \rho d\omega := -\int_M Dw(\nabla \rho) d\omega$$

for $w \in C^\infty_c(M)$. We remark that $H^1_{\text{loc}}(M)$ is defined solely in terms of the differentiable structure of $M$. It is established in [48, 50] that this non-linear Laplacian works quite well with the weighted Ricci curvature.

For later convenience, we introduce the following notations.

**Definition 10.5 (Reverse Finsler structure).** Define the reverse Finsler structure $\leftarrow F$ of $F$ by $\leftarrow F(v) := F(-v)$. We will put arrows $\leftarrow$ on those quantities associated with $\leftarrow F$, for example, $\leftarrow d_F(x, y) = d_F(y, x)$, $\leftarrow \nabla \rho = -\nabla (-\rho)$ and $\leftarrow \text{Ric}_N(v) = \text{Ric}_N(-v)$.

**10.3. Displacement convexity of $H_\varphi$ and applications**

From now on, we consider only compact Finsler manifolds for simplicity. We remark that all compact Finsler manifolds are forward complete.

Let us consider an admissible space $(M, \omega, \varphi, \Psi)$ in the sense of Definition 4.3 similarly to the Riemannian case. Then the analogue of Theorem 5.7 is demonstrated along the same line as the Riemannian case (see [45] for details).
We can show the functional inequalities in Theorem 6.3 also in the same way by using the directional derivative of $H_\varphi$ (see (6.2)) modified into

$$\liminf_{t \downarrow 0} \frac{H_\varphi(\mu_t) - H_\varphi(\mu)}{t} \geq \int_M \left( \frac{D\rho}{\varphi(\rho)} + D\Psi \right) (\nabla \varphi) \, d\mu.$$ 

Precisely, the $\varphi$-relative Fisher information of $\mu = \rho \omega \in P_{ac}(M, \omega)$ is defined by

$$I_\varphi(\mu) := \int_M F(\nabla[-\ln \varphi(\rho) + \ln \varphi(\sigma)])^2 \, d\mu = \int_M F^* \left( \frac{D\rho}{\varphi(\rho)} - D\Psi \right)^2 \, d\mu,$$

and the $\varphi$-global Poincaré inequality means

$$\int_{M_\varphi} \frac{w^2\sigma}{\varphi(\sigma)} \, d\nu \leq \frac{1}{K} \int_{M_\varphi} F^* \left( -D \left( \frac{w\sigma}{\varphi(\sigma)} \right) \right)^2 \, d\nu.$$

We also remark that $W_2(\mu, \nu)$ in (i) of Theorem 6.3 can be replaced with $W_2(\nu, \mu)$ since the curvature bound Ric$_N \geq K$ for $F$ is equivalent to that for its reverse $\overline{F}$. The above $\varphi$-Talagrand inequality shows the concentration of measures as in Section 7, where the open ball $B(A, r)$ in the definition of the concentration function $\alpha(r)$ is replaced with

$$B^+(A, r) := \{ y \in M \mid \inf_{x \in A} d_F(x, y) < r \} \quad \text{or} \quad B^-(A, r) := \{ y \in M \mid \inf_{x \in A} d_F(y, x) < r \}.$$

10.4. Gradient flow of $H_\varphi$

As for the gradient flow of $H_\varphi$, due to the lack of the analogue of Theorem 8.1, the argument in Section 8 is unavailable. Nonetheless, one can apply the discussion in Section 9 using a (formal) Finsler structure of the Wasserstein space, and obtain a result corresponding to Theorem 9.7. We remark that, however, the $K$-contraction property (8.1) essentially depends on the Riemannian structure and can not be expected in the Finsler setting (see [49] for details).

Let $(M, F)$ be compact again. We introduce a Finsler structure of $(\mathcal{P}(M), W_2)$ similarly to Section 9. Given $\mu \in \mathcal{P}(M)$, define the tangent space $(T_\mu \mathcal{P},$
$F_\mu$ at $\mu$ by

$$F_\mu(\nabla \phi) := \left( \int_M F(\nabla \phi)^2 \, d\mu \right)^{1/2}, \text{ for } \phi \in C^\infty(M),$$

$$T_\mu \mathcal{P} := \{ \nabla \phi \mid \phi \in C^\infty(M) \},$$

where the closure was taken with respect to the (Minkowski) norm $F_\mu$. Then we can follow the line of Section 9 up to some computational differences. We denote by $L := (L^*)^{-1} : TM \to T^*M$ the Legendre transform in the reverse direction.

**Definition 10.6 (Gradient vectors).** Given a functional $H : \mathcal{P}(M) \to (-\infty, \infty]$ and $\mu \in \mathcal{P}(M)$ with $H(\mu) < \infty$, we say that $H$ is differentiable at $\mu$ if there is $\Phi \in T_\mu \mathcal{P}$ such that

$$\limsup_{t \searrow 0} \frac{H(\mu_t) - H(\mu)}{t} \leq \int_M L(\Phi)(\nabla \phi) \, d\mu$$

along all minimal geodesics $(\mu_t)_{t \in [0, 1]} \subset \mathcal{P}(M)$ with $\mu_0 = \mu$, where $\mu_t = (T_t)_\sharp \mu$ and $T_t(x) := \exp_x(t \nabla \phi(x))$, and if equality holds for $\phi \in C^\infty(M)$ (with $\lim_{t \searrow 0}$ in place of $\limsup_{t \searrow 0}$). Such $\Phi$ is unique if it exists, and then we write $\nabla_W H(\mu) = \Phi$.

**Proposition 10.7.** Let $(M, \omega, \varphi, \Psi)$ be a compact admissible space satisfying $\text{Ric}_{N_\varphi} \geq 0$ and $\text{Hess } \Psi \geq K$ on $M^\Psi$ for some $K \in \mathbb{R}$, and fix $\mu = \rho \omega \in \mathcal{P}_{ac}(M, \omega)$ with $\mu[M^\Psi] = 1$ and $H_{\varphi}(\mu) < \infty$. Then the following are equivalent:

(I) $|\nabla_\mu H_{\varphi}|(\mu) < \infty$,

(II) $\rho \in H^1(M)$ and

$$\Phi = L^* \left( - \frac{D\rho}{\varphi(\rho)} - D\Psi \right) \mu\text{-a.e.}$$

for some $\Phi \in T_\mu \mathcal{P}$.

Moreover, then we have $\Phi = \nabla_W [-H_{\varphi}](\mu)$ and $F_\mu(\Phi) = |\nabla_\mu H_{\varphi}|(\mu)$.

Note that

$$\Phi = L^* \left( - \frac{D\rho}{\varphi(\rho)} - D\Psi \right) = L^* (D[-\ln \varphi(\rho) - \Psi]) = \nabla[-\ln \varphi(\rho) - \Psi].$$
Theorem 10.8 (Gradient flow of $H_\varphi$). Let us suppose that $(M, \omega, \varphi, \Psi)$ is compact, admissible and satisfies $\text{Ric}_N^\varphi \geq 0$ as well as $\text{Hess} \Psi \geq K$ on $M^\varphi$ for some $K \in \mathbb{R}$, and let $(\mu_t)_{t \in [0, \infty)} \subset \mathcal{P}_{ac}(M, \omega)$ be a continuous curve such that $\mu_t[M^\varphi_\varphi] = 1$ and $H_\varphi(\mu_t) < \infty$ for all $t > 0$. Then $(\mu_t)_{t \in (0, \infty)}$ is an absolutely continuous curve satisfying

$$\dot{\mu}_t = \nabla_W[-H_\varphi](\mu_t) \in T_{\mu_t}\mathcal{P}$$

at a.e. $t \in (0, \infty)$ if and only if $(\rho_t)_{t \in [0, \infty)}$ is a weak solution to the reverse $\varphi$-heat equation of the form

$$\frac{\partial \rho}{\partial t} = -\text{div}_\omega (\rho \nabla[-\ln_\varphi(\rho) - \Psi])$$

with $
\int_{t_0}^{t_1} F(\nabla[-\ln_\varphi(\rho_t)])^2 d\mu_t dt < \infty \quad \text{for all} \quad 0 < t_0 < t_1 < \infty, \quad \text{where} \quad \mu_t = \rho_t \omega.$

Proof. If $\dot{\mu}_t = \nabla_W[-H_\varphi](\mu_t)$ a.e. $t$, then Proposition 10.7 yields $\dot{\mu}_t = \nabla[-\ln_\varphi(\rho_t) - \Psi] \in T_{\mu_t}\mathcal{P}$ a.e. $t$. Thus, it follows from the continuity equation (9.2) that

$$\int_0^\infty \int_M \frac{\partial w_t}{\partial t} \, d\mu_t \, dt = -\int_0^\infty \int_M D w_t(\nabla[-\ln_\varphi(\rho) - \Psi]) \, d\mu_t \, dt$$

for all $w \in C_c^\infty((0, \infty) \times M)$, and hence $\rho_t$ weakly solves (10.3). Conversely, if $\rho_t$ is a weak solution to (10.3), then the same calculation implies that $\Phi_t = \nabla[-\ln_\varphi(\rho_t) - \Psi]$ satisfies the continuity equation (9.2), and $(\mu_t)_{t \in (0, \infty)}$ is absolutely continuous. Therefore Proposition 10.7 shows $\dot{\mu}_t = \Phi_t = \nabla_W[-H_\varphi](\mu_t)$ a.e. $t$. \qed

We meant by the reverse $\varphi$-heat equation the equation with respect to the reverse Finsler structure $\overleftarrow{F}(v) = F(-v)$. Since the gradient vector for $\overleftarrow{F}$ is written as $\overleftarrow{\nabla}_v = -\nabla(-v)$, (10.3) is indeed rewritten as

$$\frac{\partial \rho}{\partial t} = \text{div}_\omega (\rho \overleftarrow{\nabla}_v[\ln_\varphi(\rho) + \Psi]).$$

A. Appendix: Measure concentration via $u_\varphi$-entropy inequality

Let us go back to the Riemannian situation. In Section 6, we introduced the $\varphi$-logarithmic Sobolev inequality (6.5) by generalizing the relative entropy to the $\varphi$-relative entropy associated with the Bregman divergence. Precisely,
the classical logarithmic Sobolev inequality (corresponding to \( \varphi_1(s) = s \)) of the form
\[
\text{Ent}_\nu(\mu) - \text{Ent}_\nu(\nu) \leq \frac{2}{K} \int_M \left| \nabla \left( \sqrt{\frac{\rho}{\sigma}} \right) \right|^2 d\nu = \frac{1}{2K} \int_M \left| \frac{\nabla \rho}{\rho} - \frac{\nabla \sigma}{\sigma} \right|^2 d\mu
\]
is generalized to
\[
H_{\varphi}(\mu) - H_{\varphi}(\nu) \leq \frac{1}{2K} \int_M \left| \nabla [\ln \varphi(\rho) - \ln \varphi(\sigma)] \right|^2 d\mu,
\]
where \( \mu = \rho \omega, \nu = \sigma \omega \) and \( K \) is a positive constant.

The logarithmic Sobolev inequality has the alternative form
\[
\int_M w \ln(w) d\nu - \left( \int_M w d\nu \right) \ln \left( \int_M w d\nu \right) \leq \frac{1}{2K} \int_M |\nabla w|^2 w d\nu
\]
for non-negative measurable functions \( w : M \rightarrow [0, \infty) \). Then the inequality
\[
\int_M u_{\varphi}(w) d\nu - u_{\varphi} \left( \int_M w d\nu \right) \leq \frac{1}{2K} \int_M u''_{\varphi}(w)|\nabla w|^2 d\nu
\]
\[
= \frac{1}{2K} \int_M \frac{|\nabla w|^2}{\varphi(w)} d\nu
\]
obtained by replacing the function \( r \mapsto r \ln r \) (generating the relative entropy) with \( u_{\varphi} \) is called the \( u_{\varphi} \)-entropy inequality, which provides a generalization of the logarithmic Sobolev inequality different from our \( \varphi \)-logarithmic Sobolev inequality. The function \( \varphi \) is usually imposed to be concave, that is equivalent to the convexity of the function
\[
(s, t) \mapsto d_{\varphi}(s + t, t) := u_{\varphi}(s + t) - u_{\varphi}(t) - \ln \varphi(t)s.
\]
Note that \( d_{\varphi} \) coincides with the density function of the Bregman divergence \( D_{\varphi} \). We refer to [16, 17] for details, where instead of \( u_{\varphi} \) it is treated \( C^2 \)-strictly convex functions \( \Phi \) such that \( 1/\Phi'' \) is concave.

We demonstrated in Section 7 that the \( \varphi \)-Talagrand inequality leads the \( m(\varphi) \)-normal concentration of measures. In the classical case of \( \varphi_1(s) = s \), it is known that the normal concentration also follows from the logarithmic Sobolev inequality by the Herbst argument (see, e.g., [32, Chapter 5]). In the same spirit, we can deduce from the \( u_{\varphi} \)-entropy inequality the corresponding \( \varphi \)-normal concentration of measures. We first recall a kind of Chebyshev’s inequality for later use.
Lemma A.1 (Chebyshev’s inequality). Let \( w \) be a measurable function on a measure space \((X, \mu)\). Then for any non-negative, non-decreasing, measurable function \( v \) on \( \mathbb{R} \),

\[
\mu \left[ \{ x \in X \mid w(x) \geq t \} \right] \leq \frac{1}{v(t)} \int_X v(w) \, d\mu
\]

holds for any \( t > 0 \) with \( v(t) > 0 \).

We next show an auxiliary lemma. We will normalize \( \varphi \) as \( \varphi(1) = 1 \) for simplicity, recall that such a normalization does not change the value of \( \theta_{\varphi} \) (Remark 2.10).

Lemma A.2. Let \( \varphi : (0, \infty) \rightarrow (0, \infty) \) be a positive concave function with \( \varphi(1) = 1 \). Then we have \( \theta_{\varphi} \leq 1 \) and

\[
u_{\varphi}(s) + a_{\varphi}s \geq a_{\varphi}\varphi(s) \ln\varphi(s)
\]

for any \( s > 0 \), where we set \( a_{\varphi} := -\nu_{\varphi}(1) > 0 \).

Proof. It follows from the concavity of \( \varphi \) that

\[
\frac{\varphi(s + t) - \varphi(s)}{t} \leq \frac{\varphi(s) - \varphi(\varepsilon)}{s - \varepsilon} < \frac{\varphi(s)}{s - \varepsilon}
\]

for any \( 0 < \varepsilon < s < s + t \). Letting \( \varepsilon \downarrow 0 \) and then \( t \downarrow 0 \), we find

\[
\frac{s}{\varphi(s)} \cdot \limsup_{t \downarrow 0} \frac{\varphi(s + t) - \varphi(s)}{t} \leq 1.
\]

Since \( s > 0 \) is arbitrary, we obtain \( \theta_{\varphi} \leq 1 \).

Set \( A(s) := u_{\varphi}(s) + a_{\varphi}s - a_{\varphi}\varphi(s) \ln\varphi(s) \) and observe \( A(1) = 0 \) by the choice of \( a_{\varphi} \). Proposition 2.13 implies

\[
0 \geq \lim_{s \downarrow 0} \varphi(s) \ln\varphi(s) \geq \lim_{s \downarrow 0} s^{\delta_{\varphi}} \ell_{2-\delta_{\varphi}}(s) = 0,
\]

so that \( \lim_{s \downarrow 0} \varphi(s) \ln\varphi(s) = 0 \) and we can put \( A(0) \) := 0. Since the concavity of \( \varphi \) ensures that the right derivative

\[
\varphi'_+(s) := \lim_{\varepsilon \downarrow 0} \frac{\varphi(s + \varepsilon) - \varphi(s)}{\varepsilon} \in \left[ 0, \frac{\varphi(s)}{s} \theta_{\varphi} \right]
\]

for any \( s > 0 \).
is well-defined and non-increasing on \((0, \infty)\), a direct computation yields

\[
A'_+(s) := \lim_{\varepsilon \downarrow 0} \frac{A(s + \varepsilon) - A(s)}{\varepsilon} = \ln \phi(s) \left\{ 1 - a\varphi\varphi'(s) \right\}.
\]

Note that (2.9) shows

\[
1 - a\varphi\varphi'(1) \geq 1 - a\varphi\theta\varphi = 1 + \varphi \int_0^1 \ln \phi(t) \, dt \geq 1 + \varphi \int_0^1 \ell_{2-\varphi}(t) \, dt
\]

\[
= 1 - \frac{\theta \varphi}{2 - \theta \varphi} \geq 0.
\]

For \(s \geq 1\), we deduce from \(\ln \phi(s) \geq \ln \phi(1) = 0\) and \(\varphi'_+(s) \leq \varphi'_+(1)\) that \(A'_+(s) \geq 0\). Hence we have \(A(s) \geq A(1) = 0\). On \((0,1)\), since \(\ln \phi < 0\), \(A(0) = A(1) = 0\) and \(\varphi'_+\) is non-increasing, \(A\) is identically zero or there is some \(s_0 \in (0,1)\) such that \(A'_+ \geq 0\) on \((0,s_0)\) and that \(A'_+ \leq 0\) on \((s_0,1)\). Therefore, we conclude that \(A \geq 0\) on \((0,1)\). \(\square\)

**Remark A.3.** The condition \(\theta \varphi \leq 1\) does not imply the concavity of \(\varphi\). For instance, let

\[
\varphi(s) := \begin{cases} \sqrt{s} & \text{for } 0 < s < 1, \\ s & \text{for } s \geq 1. \end{cases}
\]

Then we have \(\theta \varphi = 1\), whereas \(\varphi\) is clearly not concave.

Now we prove that the \(u\varphi\)-entropy inequality implies the \(\varphi\)-normal concentration for \(\varphi\) as in Lemma A.2.

**Theorem A.4 (\(\varphi\)-normal concentration from \(u\varphi\)-entropy inequality).** Take a positive concave function \(\varphi : (0, \infty) \rightarrow (0, \infty)\) such that \(\varphi(1) = 1\). For a Riemannian manifold \((M, g)\) and \(\nu \in \mathcal{P}(M)\), assume that there is a positive constant \(K\) such that the \(u\varphi\)-entropy inequality

\[
(A.1) \quad \int_M u\varphi(w) \, d\nu - u\varphi \left( \int_M w \, d\nu \right) \leq \frac{1}{2K} \int_M u''\varphi(w) |\nabla w|^2 \, d\nu
\]

holds for every non-negative measurable function \(w \in L^1(M, \nu)\) satisfying \(u''\varphi(w) |\nabla w|^2 \in L^1(M, \nu)\). Then for any \(r > 0\) we have

\[
\alpha(r)^{-1} \geq \exp \left( -\frac{u\varphi(1)K}{8} r^2 \right),
\]

where \(\alpha\) stands for the concentration function of \((M, \nu)\).
Proof. Fix arbitrary \( A \subset M \) with \( \nu[A] \geq 1/2 \) and \( r > 0 \). Putting \( B := M \setminus B(A, r) \), we also assume \( \nu[B] > 0 \) since we have \( \alpha(r) = 0 \) if \( \nu[B] = 0 \) for all such \( A \). Set \( F_r(x) := \min\{d_\rho(x, A), r\} \) for \( x \in M \), and observe that \( F_r \) is 1-Lipschitz. Note also that the function

\[
G_r(x) := F_r(x) - \int_M F_r \, d\nu
\]

satisfies \( G_r(x) \geq r/2 \) for any \( x \in B \) since \( \int_M F_r \, d\nu \leq r \cdot \nu[M \setminus A] \leq r/2 \).

Applying Chebyshev’s inequality (Lemma A.1) to the non-negative, non-decreasing function

\[
v_s(t) := \exp \left( st - \frac{s^2}{2a_\varphi K} \right)
\]

with \( s > 0 \) and \( a_\varphi := -u_\varphi(1) > 0 \), we have

\[
(A.2) \quad \nu[B] \leq \nu \left[ \left\{ x \in M \mid G_r(x) \geq \frac{r}{2} \right\} \right] \leq \frac{1}{v_s(r/2)} \int_M v_s(G_r) \, d\nu.
\]

We shall show that \( I(s) := \int_M v_s(G_r) \, d\nu \geq \int_B v_s(r/2) \, d\nu > 0 \) is bounded above by 1.

Set

\[
w_s(x) := v_s(G_r(x)) = \exp \left( sG_r(x) - \frac{s^2}{2a_\varphi K} \right),
\]

\[
X_s := \left\{ x \in M \mid sG_r(x) - \frac{s^2}{2a_\varphi K} > l_\varphi \right\}.
\]

For \( s \in (0, a_\varphi K r) \) and any \( x \in B \), we have

\[
sG_r(x) - \frac{s^2}{2a_\varphi K} \geq \frac{rs}{2} - \frac{s^2}{2a_\varphi K}
\]

\[
= -\frac{1}{2a_\varphi K} \left( s - \frac{a_\varphi K r}{2} \right)^2 + \frac{a_\varphi K r^2}{8} \geq 0 > l_\varphi,
\]

proving \( B \subset X_s \). Let us introduce the strictly convex function \( \Phi_\varphi(t) := u_\varphi(t) + a_\varphi t \) on \([0, \infty)\), and observe that \( \Phi_\varphi \leq 0 \) on \([0, 1] \) and \( \Phi_\varphi > 0 \) on
Then the inequality (A.1) applied to $w = w_s$ can be rewritten as

$$\int_{X_s} \Phi_\varphi(w_s) \, d\nu - \frac{1}{2K} \int_{X_s} \Phi_\varphi''(w_s)|\nabla w_s|^2 \, d\nu \leq \Phi_\varphi\left(\int_{X_s} w_s \, d\nu\right).$$

Note that $w_s$ is bounded since $G_r$ is bounded by definition, and hence $w_s \in L^1(M, \nu)$. Moreover, $u_r''(w_s)|\nabla w_s|^2 \in L^1(M, \nu)$ is seen by

$$\int_{X_s} \Phi_\varphi''(w_s)|\nabla w_s|^2 \, d\nu = \int_{X_s} s^2 \varphi(w_s)|\nabla G_r|^2 \, d\nu < s^2 \int_{X_s} \varphi(w_s) \, d\nu$$

for $s \in (0, a_\varphi K r)$, where we used the fact that $|\nabla G_r| \leq 1$ on whole $M$ and $|\nabla G_r| \equiv 0$ on $B$. It follows from Lemma A.2 that

$$\int_{X_s} \left(\Phi_\varphi(w_s) - \frac{s^2}{2K} \varphi(w_s)\right) \, d\nu \geq \int_{X_s} \left(a_\varphi \varphi(w_s) \ln \varphi(w_s) - \frac{s^2}{2K} \varphi(w_s)\right) \, d\nu$$

$$= \int_{X_s} \varphi(w_s) \left(s a_\varphi G_r - \frac{s^2}{K}\right) \, d\nu$$

$$= sa_\varphi \frac{d}{ds} \left(\int_{X_s} w_s \, d\nu\right).$$

These together imply, as $\int_{X_s} w_s \, d\nu = \int_M w_s \, d\nu = I(s)$,

(A.3) $\quad sa_\varphi I'(s) < \Phi_\varphi(I(s))$ for $s \in (0, a_\varphi K r)$.

For $s_0 \in (0, a_\varphi K r)$ chosen later, set

$$P(s) := \exp\left(\frac{1}{a_\varphi} \int_{s_0}^{s} \frac{\Phi_\varphi'(I(t))}{t} \, dt\right), \quad Q(s) := \frac{\Phi_\varphi(I(s))}{P(s)}$$

for $s \in (0, s_0]$, and observe

$$Q'(s) = \frac{\Phi_\varphi'(I(s))}{P(s)} \left\{I'(s) - \frac{\Phi_\varphi(I(s))}{sa_\varphi}\right\}.$$ 

Then we deduce from (A.3) that $Q'(s) = 0$, if and only if $\Phi_\varphi'(I(s)) = 0$.

Assume that $\sup_{s \in (0, a_\varphi K r)} I(s) > I(0) = 1$ and choose $s_0 \in (0, a_\varphi K r)$ such that $I(s_0) > 1$ and

$$c := \sup_{s \in (0, s_0]} \Phi_\varphi'(I(s)) \in (a_\varphi, 2a_\varphi)$$

(note that $\Phi_\varphi'(I(0)) = a_\varphi$). Then we have

(A.4) $\quad P(s) \geq \exp\left(\frac{c}{a_\varphi} \int_{s_0}^{s} \frac{1}{t} \, dt\right) = \left(\frac{s}{s_0}\right)^{c/a_\varphi}, \quad s \in (0, s_0].$
Moreover, since the convexity of $\Phi_\varphi$ and $\Phi_\varphi(0) = 0$ imply $I(s)\Phi'_\varphi(I(s)) \geq \Phi_\varphi(I(s))$, we find $\Phi'_\varphi(I(s)) > 0$ and hence $Q'(s_0) < 0$. Note that there does not exist $s \in (0, s_0)$ such that $Q' \leq 0$ on $(s, s_0)$ as well as $Q'(s) = 0$, since then $I(s)\Phi'_\varphi(I(s)) = 0 \geq \Phi_\varphi(I(s))$ and $Q(s_0) \leq Q(s) \leq 0$, which contradicts $I(s_0) > 1$. Thus, $Q' < 0$ on $(0, s_0)$, and by (A.4)

$$Q(s_0) \leq \limsup_{s \downarrow 0} Q(s) \leq s_0^{c/a_\varphi} \limsup_{s \downarrow 0} \frac{\Phi_\varphi(I(s))}{s^{c/a_\varphi}}.$$ 

Now, since

$$I'(0) = \int_M G_r \, d\nu = 0, \quad \Phi_\varphi(I(s)) = \Phi_\varphi(1) + s\Phi'_\varphi(1)I'(0) + O(s^2) = O(s^2)$$

and $c < 2a_\varphi$, it holds $\lim_{s \downarrow 0} s^{-c/a_\varphi}\Phi_\varphi(I(s)) = 0$. This means $Q(s_0) \leq 0$ and hence $I(s_0) \leq 1$, which is a contradiction. We therefore obtain $I(s) \leq I(0) = 1$ for any $s \in (0, a_\varphi Kr)$ as desired.

Hence, we deduce from (A.2) that $\nu[B] \leq \nu_s(r/2)^{-1}$ for any $s \in (0, a_\varphi Kr)$. Choosing $s = a_\varphi Kr/2$ and taking the supremum in $A$, we conclude that

$$\alpha(r) \leq \frac{1}{\exp_\varphi(a_\varphi Kr^2/8)}.$$ 

**Remark A.5.** Bolley and Gentil [12] showed that if a probability measure on $\mathbb{R}^n$ satisfies $\text{CD}(K, \infty)$ with $K > 0$, then it satisfies the $u_\varphi$-entropy inequality (A.1) with the same constant $K$. We remark that the condition $\text{CD}(K, \infty)$ leads the normal concentration which is stronger than the $\varphi$-normal concentration for $\theta_\varphi < 1$ (since $\exp_\varphi(r)^{-1} \geq e_{2-\theta_\varphi}(r)^{-1} \geq e^{-r}$ by (2.10)), whereas there exists a probability measure which satisfies (A.1) and does not satisfy $\text{CD}(K, \infty)$. See [31, Theorem 2] for details, where they proved that the probability measure on $\mathbb{R}^n$ of the form

$$d\mu_a(x) := \left(\frac{a}{2\Gamma(1/a)}\right)^n \exp(-|x|^a) \, d\mathcal{L}^n(x)$$

with $a \in [1, 2]$ satisfies the $u_{\varphi_m}$-entropy inequality for $m \in (1, 2]$, while the concentration function $\alpha(r)$ of $\mu_a$ is dominated by $\exp(-r^2/3)$ (resp. $\exp(-r^a/3)$) for $r < 1$ (resp. $r > 1$).
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