A LOTKA-VOLTERRA PREDATOR-PREY SYSTEM INVOLVING TWO PREDATORS

George Seifert

Abstract. We consider positive solutions of certain Lotka-Volterra systems consisting of three first-order differential equations which can model the population sizes of a prey and two predators where there also may be interaction between the predators. Under certain conditions on the interaction rates, one of the predators dies out while the remaining predator and prey approach periodic behavior as time increases. For a critical case, each positive solution of the system will be periodic.

Consider the system of ordinary differential equations

\[ \begin{align*}
x' &= ax - xy - dxz, \\
y' &= -by + xy + eyz, \\
z' &= -cz + dxz - eyz,
\end{align*} \]

where \(a, b, c,\) and \(d\) are positive constants and \(e\) is a nonnegative constant. We will be concerned only with solutions \((x(t), y(t), z(t))\) such that \(x(0), y(0), z(0)\) are all positive. It is easy to show that for such solutions, \(x(t), y(t), z(t)\) are all positive for all \(t \geq 0\); we omit the details.

In the special case \(e = 0\), this system could model a biological system consisting of two predators and a prey, whose population sizes are \(y(t), z(t),\) and \(x(t),\) respectively. We make no claim as to the biological accuracy of this model; we believe, however, that our results and methods are to some extent new and mathematically interesting.

It is easy to see that, in this case, \((1)\) has critical points (i.e., equilibria) at \((0,0,0),\) \((b,a,0),\) and \((c/d,a/d).\) Further, it will follow from our theorem that if \(c > db,\) all solutions \((x(t), y(t), z(t))\) satisfy \((x(t) - x_0(t))^2 + (y(t) - y_0(t))^2 + z^2(t) \to 0\) as \(t \to \infty,\)

where \((x_0(t), y_0(t))\) is periodic; in fact, if \(x(0) = b \) and \(y(0) = a\) then \((x_0(t), y_0(t)) = (b,a)\) for all \(t \geq 0.\) For the predator-prey model in this case, we conclude that the \(y\)-predator dies out, i.e., fails to persist.

If \(c < db,\) it will follow that any solution \((x(t), y(t), z(t))\) satisfies

\[ (x(t) - x_0(t))^2 + y^2(t) + (z(t) - z_0(t))^2 \to 0 \quad \text{as} \quad t \to \infty, \]

where \((x_0(t), z_0(t))\) is periodic; if \(x(0) = c/d\) and \(z(0) = a/d,\) then \((x_0(t), z_0(t))\) = \((c/d,a/d)\) for \(t \geq 0.\) In this case, the \(y\)-predator fails to persist.

Some of these results for these special cases of \((1)\) have already been established; cf. \([3,4]\). However, the fact that, in each case, all solutions are asymptotically periodic apparently was not observed in these papers.
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The purpose of this note is to examine the more general case where \( c \geq 0 \), i.e.,
cases where the predators can interact in the sense that the \( y \)-predator preys on the
\( z \)-predator.

A critical point of (1) is said to be reachable if it is in the set \( \{(x, y, z) : x \geq 0, y \geq 0, z \geq 0\} \), and is said to be stable if it is stable in the usual sense of Liapunov; cf. [5],
for example.

**Theorem 1.** Suppose \( ea + c \neq db \). Then the only possibly stable critical points of (1)
are \((c/d, 0, a/d)\) and \((b, a, 0)\). If \( ea + c < db \), all (positive) solutions \((x(t), y(t), z(t))\)
satisfy \( (x(t) - x_0(t))^2 + y^2(t) + (z(t) - z_0(t))^2 \to 0 \) as \( t \to \infty \) where \((x_0(t), z_0(t))\) is
periodic. If \( ea + c > db \), all solutions \((x(t), y(t), z(t))\)
satisfy

\[
(x(t) - x_0(t))^2 + (y(t) - y_0(t))^2 + z^2(t) \to 0 \quad \text{as } t \to \infty
\]

where \((x_0(t), y_0(t))\) is periodic. If \( ea + c = db \), all solutions are periodic; in this case,
the line segment in \((x, y, z)\) space defined by \( y + dz = a, x + ez = b, x \geq 0, y \geq 0, z \geq 0\) consists of critical points of (1) and these are the only critical points with all
coordinates nonnegative.

**Proof. Case 1:** \( ea + c < db \).

Let \( x_0 = c/d, y_0 = 0, z_0 = a/d, \) and \((x(t), y(t), z(t))\) be a solution of (1). Put

\[
x_1(t) = x(t) - x_0, \quad x_2(t) = y(t) - y_0, \quad x_3(t) = z(t) - z_0,
\]

and (1) becomes

\[
x_1' = -(dx_3 + x_2)(x_1 + x_0), \\
x_2' = (x_1 + ex_3)x_2 + [(c + ae)/d - b]x_2, \\
x_3' = (dx_1 - ex_2)(x_3 + x_0).
\]

It follows easily from the linearization of (3) that \((x_0, y_0, z_0)\) is stable. So if

\[
F(x_1) = x_1 - x_0 \log(x_1 + x_0), \\
H(x_3) = x_3 - z_0 \log(x_3 + x_0),
\]

and \( V(x_1, x_2, x_3) = F(x_1) + x_2 + H(x_3) \), then it follows from (3) that

\[
\frac{d}{dt} V(x_1(t), x_2(t), x_3(t)) = \left(\frac{c + ea}{d} - b\right) x_2(t).
\]

So \( x_1(t), x_2(t), \) and \( x_3(t) \) are bounded above for \( t \geq 0 \). Since also \( x_1(t) > -x_0, x_2(t) > 0, \) and \( x_3(t) > -z_0 \), it follows that \( |x_2'(t)| \) is bounded for \( t \geq 0 \), and so, by a simple argument using (4), that \( x_2(t) \to 0 \) as \( t \to \infty \); we omit the details. Finally,

since \( V(x_1, x_2, x_3) \geq -x_0 \log x_0 - z_0 \log z_0 \) for \( x_1 > -x_0, x_2 > 0, x_3 > -z_0 \), we
conclude that

\[
V(x_1(t), x_2(t), x_3(t)) \to L_0 \quad \text{as } t \to \infty,
\]

and \( m_0 \leq L_0 < \infty \).

It can be shown that the set \( \Gamma_0 \) in \((x_1, x_2, x_3)\) space given by \( \Gamma_0 \equiv \{(x_1, 0, x_3) : F(x_1) + H(x_3) = L_0\} \) is a simple closed curve if \( L_0 > m_0 \) and the point \((0, 0, 0)\) if \( L_0 = m_0 \). Since

\[
V(t) - (F(x_1(t)) + H(x_3(t))) \to 0 \quad \text{as } t \to \infty,
\]
where \( V(t) = V(x_1(t), x_2(t), x_3(t)) \), it follows that the \( \omega \)-limit set of \((x_1(t), x_2(t), x_3(t))\) is a subset of \( \Gamma_0 \). Since this \( \omega \)-limit set is invariant for solutions of (3), if \((\bar{x}_1, 0, \bar{x}_3) \in \Gamma_0\), then the orbit of the solution \((\bar{x}_1(t), 0, \bar{x}_3(t))\) of (3) satisfying \( \bar{x}_1(0) = \bar{x}_1, \bar{x}_3(0) = \bar{x}_3, \bar{x}_2(0) = 0 \) lies in \( \Gamma_0 \). Assume first that \( L_0 > m_0 \), and let \( T > 0 \) be the least period of \((\bar{x}_1(t), \bar{x}_3(t))\).

Since it can be shown that this solution \((\bar{x}_1(t), 0, \bar{x}_3(t))\) is periodic, its orbit must coincide with \( \Gamma_0 \).

We show that for some \( \tau, 0 \leq \tau \leq T \), \((x_1(t) - \bar{x}_1(t+\tau))^2 + x_2^2(t) + (x_3(t) - \bar{x}_3(t+\tau))^2 \to 0 \) as \( t \to \infty \). To do this, we use the following notation and lemma. Define

\[
v(t) = (x_1(t), x_2(t), x_3(t)), \\
\bar{v}(t) = (\bar{x}_1(t), 0, \bar{x}_3(t)), \\
u(t, \tau) = |v(t) - \bar{v}(t+\tau)|.
\]

Here and henceforth, \(| \cdot |\) denotes the Euclidean norm in \( \mathbb{R}^3 \).

**Lemma.** \( \lim_{t \to \infty} u(t, \tau) = \bar{s}(\tau) \) is continuous for \( 0 \leq \tau \leq T \).

**Proof of Lemma.** Clearly, \( s(\tau) < \infty \) for \( 0 \leq \tau \leq T \). Since

\[
|s(\tau + \delta) - s(\tau)| \leq \lim_{t \to \infty} |u(t, \tau + \delta) - u(t, \tau)|, \tag{5}
\]

and

\[
|u(t, \tau + \delta) - u(t, \tau)| = \left| |v(t) - \bar{v}(t+\tau+\delta)| - |v(t) - \bar{v}(t+\tau)| \right| \\
\leq |\bar{v}(t+\tau+\delta) - \bar{v}(t+\tau)|, \tag{6}
\]

it follows from (5) that

\[
|s(\tau + \delta) - s(\tau)| \leq \lim_{t \to \infty} |\bar{v}(t+\tau+\delta) - \bar{v}(t+\tau)|. \tag{6}
\]

Since \( \bar{v}(t) \) is continuous and periodic, it follows that for a given \( \epsilon > 0 \), there exists a \( \delta(\epsilon) > 0 \) such that \(|\bar{v}(t+\tau+\delta) - \bar{v}(t+\tau)| < \epsilon \) for \( |\delta| < \delta(\epsilon), t \geq 0, 0 \leq \tau \leq T \). Using (6), our lemma follows.

Now suppose there is no \( \tau, 0 \leq \tau \leq T \), such that \( v(t) - \bar{v}(t+\tau) \to 0 \) as \( t \to \infty \). Then for each \( \tau, 0 \leq \tau \leq T \), we have \( u(t, \tau) \to 0 \) as \( t \to \infty \). So for each such \( \tau \), we have \( \lim_{t \to \infty} u(t, \tau) = s(\tau) > 0 \). Using our lemma, we have

\[
\lim_{t \to \infty} u(t, \tau) \geq \epsilon_0 \quad \text{for some} \ \epsilon_0 > 0 \ \text{and} \ 0 \leq \tau \leq T. \tag{7}
\]

Since \( v(t) \) approaches the orbit of \( \bar{v}(t) \) as \( t \to \infty \) and \( \bar{v}(t) \) is \( T \)-periodic, for each \( t > 0 \) there exists a \( \tau(t), 0 \leq \tau(t) < T \), such that

\[
|v(t) - \bar{v}(t+\tau(t))| \to 0 \ \text{as} \ t \to \infty,
\]

i.e., take \( \tau(t) \) such that

\[
|v(t) - \bar{v}(t+\tau(t))| = \min_{0 \leq \tau < T} |v(t) - \bar{v}(t+\tau)|.
\]

In fact, because of the convexity of the orbit of \( \bar{v}(t) \), it follows that \( \tau(t) \) is unique for \( t \) large enough.

So there exists a \( t_1 > 0 \) such that

\[
u(t, \tau(t)) = |v(t) - \bar{v}(t+\tau(t))| < \frac{\epsilon_0}{2} \ \text{for} \ t \geq t_1. \tag{8}\]
But from (7) there exists a $t_2 > t_1$ such that

$$u(t_2, r) > \varepsilon_0/2 \quad \text{for all } r, \quad 0 \leq r \leq T,$$

and, for $r = \tau(t_2)$, this contradicts (8). So there must be some $\tau, \quad 0 \leq \tau \leq T$, such that

$$|u(t) - \bar{u}(t + \tau)| \to 0 \text{ as } t \to \infty.$$

This completes the proof of Case 1 for $L_0 > m_0$ since we may take

$$\begin{align*}
x_0(t) &= \bar{x}_1(t + \tau) + x_0, \\
y_0(t) &= 0, \\
z_0(t) &= \bar{x}_3(t + \tau) + z_0.
\end{align*}$$

If $L_0 = m_0$, then $\Gamma_0 = (0, 0, 0)$, and it follows easily that $(x_1(t), x_2(t), x_3(t)) \to (0, 0, 0)$ as $t \to \infty$; we omit the details.

**Case 2: $ea + c > db$.**

We use the same argument as in Case 1 except that we define $x_1(t) = x(t) - b$, $x_2(t) = y(t) - a$, $x_3(t) = z(t)$ and use

$$V(x_1, x_2, x_3) = x_1 - b \log(x_1 + b) + x_2 - a \log(x_2 + a) + x_3$$

in place of the $V$ of Case 1. Thus we arrive at the conclusion that $x_3(t) \to 0$ as $t \to \infty$ and that (2) holds; we omit the details.

**Case 3: $ea + c = db$.**

It is easy to show that the critical points of (1) consist of the line in $(x, y, z)$ space defined by $y + dz = a, x + ez = b$. We shall be concerned with the segment of this line defined by $x \geq 0, y \geq 0, z \geq 0$.

Let $(x_0, y_0, z_0)$ be an interior point of this line segment. Let $(x(t), y(t), z(t))$ be a solution of (1) with $(x(0), y(0), z(0))$ not a critical point of (1), and such that $x(0) > 0, y(0) > 0, z(0) > 0$. Put

$$\begin{align*}
x_1(t) &= x(t) - x_0, \\
x_2(t) &= y(t) - y_0, \\
x_3(t) &= z(t) - z_0.
\end{align*}$$

Then (1) becomes

$$\begin{align*}
x_1' &= -(x_2 + dx_3)(x_1 + x_0), \\
x_2' &= (x_1 + ex_3)(x_2 + y_0), \\
x_3' &= (dx_1 - ex_2)(x_3 + z_0).
\end{align*}$$

If

$$\begin{align*}
F(x_1) &= x_1 - x_0 \log(x_1 + x_0), \\
G(x_2) &= x_2 - y_0 \log(x_2 + y_0), \\
H(x_3) &= x_3 - z_0 \log(x_3 + z_0),
\end{align*}$$

and $V(x_1, x_2, x_3) = F(x_1) + G(x_2) + H(x_3)$, it follows, using (9), that

$$\frac{d}{dt}V(x_0(t), x_2(t), x_3(t)) = 0 \text{ for } t \geq 0.$$
and so

\[ V(x_1(t), x_2(t), x_3(t)) = c_0 = V(x_1(0), x_2(0), x_3(0)), \quad t \geq 0. \]  

(10)

Note that \( c_0 \geq -x_0 \log x_0 - y_0 \log y_0 - z_0 \log z_0 \) since the right side of this last inequality is the minimum value of \( V(x_1, x_2, x_3) \) for \( x_1 > -x_0, x_2 > -y_0, x_3 > -z_0 \), which is \( V(0, 0, 0) \).

Since \( (x_1(0), x_2(0), x_3(0)) \neq (0, 0, 0) \),

\[ V(x_1, x_2, x_3) = c_0 \]

defines a closed bounded strictly convex 2-surface, strictly convex in the sense that any line in \((x_1, x_2, x_3)\) space intersects it in at most 2 points. To show this, consider such a line given, say, by

\[ \{(a_1 t + b_1, a_2 t + b_2, a_3 t + b_3): t \in \mathbb{R}\} \]

where \( a_1^2 + a_2^2 + a_3^2 > 0 \). Define \( M(t) = V(a_1 t + b_1, a_2 t + b_2, a_3 t + b_3) \). It is easy to see that \( M''(t) > 0 \) for all \( t \), and so \( M(t) = c_0 \) can have at most 2 solutions.

From (10), we see that the orbit of \((x_1(t), x_2(t), x_3(t))\) lies on that surface. If we consider the image of this surface under the change of variables

\[ x_1 = x - x_0, \quad x_2 = y - y_0, \quad x_3 = z - z_0, \]

say \( \tilde{S} \), given by

\[ V(x - x_0, y - y_0, z - z_0) = c_0, \]

we conclude that \((x(t), y(t), z(t)) \in S\) for \( t \geq 0 \).

Let \((\tilde{x}_0, \tilde{y}_0, \tilde{z}_0)\) be another critical point of (1) distinct from \((x_0, y_0, z_0)\) and such that \( \tilde{x}_0 > 0, \tilde{y}_0 > 0, \tilde{z}_0 > 0 \). Then, proceeding as above with \((x_0, y_0, z_0)\) replaced by \((\tilde{x}_0, \tilde{y}_0, \tilde{z}_0)\), we find that the solution \((x(t), y(t), z(t))\) also satisfies \((x(t), y(t), z(t)) \in \tilde{S}\) for \( t \geq 0 \), where \( \tilde{S} \) is the 2-surface in \((x, y, z)\) space defined by

\[ V(x - \tilde{x}_0, y - \tilde{y}_0, z - \tilde{z}_0) = \tilde{c}_0, \]

\[ \tilde{c}_0 = V(x(0) - \tilde{x}_0, y(0) - \tilde{y}_0, z(0) - \tilde{z}_0); \]

here \( \tilde{S} \) also is bounded, closed, and strictly convex. So \((x(t), y(t), z(t)) \in S \cap \tilde{S}\) for \( t \geq 0 \).

We show next that \( S \cap \tilde{S} \) is a simple closed curve. Let \((x_1, y_1, z_1) \in S \cap \tilde{S}\). We will show later that \((x_1, y_1, z_1)\) cannot be a critical point of (1). Calculating the gradients of \( V(x - x_0, y - y_0, z - z_0) \) and \( V(x - \tilde{x}_0, y - \tilde{y}_0, z - \tilde{z}_0) \) at \((x_1, y_1, z_1)\), we get, respectively,

\[ (1 - x_0/x_1, 1 - y_0/y_1, 1 - z_0/z_1) \]

and

\[ (1 - \tilde{x}_0/x_1, 1 - \tilde{y}_0/y_1, 1 - \tilde{z}_0/z_1). \]

Using the facts that \((x_0, y_0, z_0)\) and \((\tilde{x}_0, \tilde{y}_0, \tilde{z}_0)\), being distinct critical points, satisfy each of the equations \( x = b - ez \) and \( y = a - dz \) and that \((x_1, y_1, z_1)\) is not a critical point, i.e., does not satisfy one of these two equations, one can show, after detailed computations which we omit, that the cross product of these gradients is non-zero. This shows that \( S \cap \tilde{S} \) is a simple closed curve.
We now show that \( S \cap \bar{S} \) cannot contain a critical point of (1). Suppose \((x, y, z)\) is a critical point in \( S \cap \bar{S} \). Then \((x, y, z) \in S\) implies \( V(x - x_0, y - y_0, z - z_0) = V(x(0) - x_0, y(0) - y_0, z(0) - z_0) \), from which we get

\[
x - x(0) + y - y(0) + z - z(0) - x_0 \log \frac{x}{x(0)} - y_0 \log \frac{y}{y(0)} - z_0 \log \frac{z}{z(0)} = 0.
\]

Similarly, \((x, y, z) \in \bar{S}\) implies

\[
x - x(0) + y - y(0) + z - z(0) - \bar{x}_0 \log \frac{x}{x(0)} - \bar{y}_0 \log \frac{y}{y(0)} - \bar{z}_0 \log \frac{z}{z(0)} = 0.
\]

Using the last 2 equations we get

\[
(x_0 - \bar{x}_0) \log \frac{x}{x(0)} + (z_0 - \bar{z}_0) \log \frac{y}{y(0)} + (z_0 - \bar{z}_0) \log \frac{z}{z(0)} = 0. \tag{11}
\]

Using the fact that \((x, y, z)\) is a critical point of (1), we have \(x = b - ez\) and \(y = a - dz\). So, using (11), we get

\[
(x_0 - \bar{x}_0) \log \frac{(b - ev)}{x(0)} + (y_0 - \bar{y}_0) \log \frac{(a - dv)}{y(0)} + (z_0 - \bar{z}_0) \log \frac{v}{z(0)} = 0
\]

for \(v = z\). If we denote the left side of this last equation by \(M(v)\), we get

\[
M'(v) = \frac{-e(x_0 - \bar{x}_0)}{b - ev} - \frac{d(y_0 - \bar{y}_0)}{a - dv} + \frac{z_0 - \bar{z}_0}{v}.
\]

If \(z_0 - \bar{z}_0 > 0\), then \(x_0 < \bar{x}_0\), and \(y_0 < \bar{y}_0\); recall that \((x_0, y_0, z_0)\) and \((\bar{x}_0, \bar{y}_0, \bar{z}_0)\) are distinct points on the open line segment from \((c/d, 0, a/d)\) to \((b/a, 0, 0)\). So, in this case, \(M'(v) > 0\) for \(0 < v < a/d\). This shows that \(M(v) = 0\) has at most one solution. Thus, the solutions

\[
v = \frac{(b - x(0))/e}{d} = \frac{(a - y(0))/d}{y(0)}
\]

and

\[
v = \frac{(b - x)/e}{d} = \frac{(a - y)/d}{y(0)}
\]

coincide, and so \(x = x(0)\), \(y = y(0)\), \(z = z(0)\). But this contradicts the fact that \((x(0), y(0), z(0))\) is not a critical point of (1), and so \((x, y, z)\) cannot be one. In case \(z_0 - \bar{z}_0 < 0\), we have \(x_0 - \bar{x}_0 > 0\) and \(y_0 - \bar{y}_0 > 0\), and a similar argument shows that again \((x, y, z)\) cannot be a critical point of (1).

Since \(S \cap \bar{S}\) does not contain critical points of (1), we can conclude that the orbit of \((x(t), y(t), z(t))\) is the entire simple closed curve \(S \cap \bar{S}\) and that this solution is periodic.

If \((x(0), y(0), z(0))\) is a critical point of (1), there is clearly nothing more to prove, and our theorem follows.

In case the predator interaction rates are not equal in (1), i.e., if the \(e\) in the third equation in (1) is replaced by \(e_1 > e\), it follows easily, using methods similar to those in the proof of Case 1 of the theorem, that \((c/d, 0, a/d)\) is again a reachable critical point, and if \((e_1 - e)a + bd > ae + c\), then all solutions of (1) satisfy \((x(t) - x_0(t))^2 + y^2(t) + (z(t) - z_0(t))^2 \to 0\) as \(t \to \infty\), where \((x_0(t), z_0(t))\) is periodic and may reduce to \((c/d, a/d)\); we omit the details.
We conclude our paper by stating some results for systems similar to (1). These results follow using methods similar to those used in the previous work.

First, consider the system

\[
\begin{align*}
x' &= ax - xy - dxz - ax^2, \\
y' &= -bx + xy, \\
z' &= -cy + dxy,
\end{align*}
\]

with no predator interaction and with a carrying capacity for the prey. Here all the constants \(a, b, c, d, \alpha\) are positive.

The critical points of (12) are \((0,0,0), (a/\alpha,0,0), (b,a-ab,0), (c/d,0, (ad - ac)/d^2)\). Clearly the first two are reachable; if (i) \(a > ab\), the third is, and if (ii) \(ad > \alpha c\), the fourth is. It is again easy to see that \((0,0,0)\) is unstable.

**Theorem 2.** If (i) \(a > ab\) and \(c > bd\), then for any solution \((x(t),y(t),z(t))\) of (12), \(x(t) \to b, y(t) \to a - ab, z(t) \to 0\) as \(t \to \infty\). If (ii) \(ad > \alpha c\) and \(c < bd\), then for any solution of (12), \(x(t) \to c/d, y(t) \to 0,\) and \(z(t) \to (ad - \alpha c)/d^2\) as \(t \to \infty\). If (iii) \(bd > c > ad/\alpha\), then for any solution of (12), \(x(t) \to a/\alpha, y(t) \to 0, z(t) \to 0\) as \(t \to \infty\).

We note that condition (iii) \(bd > c > ad/\alpha\) rules out case (ii), i.e., the reachability of the third critical point, and since it also implies \(a < ab\), it rules out case (i), i.e., the reachability of the fourth.

Finally, we consider the system

\[
\begin{align*}
x' &= ax - xy - dxz, \\
y' &= -by + xy + eyz, \\
z' &= cz + xz - eyz,
\end{align*}
\]

where \(a, b, c, d, e\) are positive constants with \(ae \neq bd + c\). Here the model has a positive birthrate for the \(z\)-predator as well as predator interaction.

Here, we have reachable critical points \((0,0,0), (b,a,0), (0,c/e,b/e)\).

**Theorem 3.** If \(ae > bd + c\), then \((b,a,0)\) is stable and all solutions of (13) satisfy \((x(t), y(t), z(t)) \to (x_0(t), y_0(t), 0)\) as \(t \to \infty\), where \((x_0(t), y_0(t))\) is periodic.

If \(ae < bd + c\), then \((0,c/e,b/e)\) is stable and all solutions of (13) satisfy \((x(t), y(t), z(t)) \to (0,y_0(t), z_0(t))\) as \(t \to \infty\), where \((y_0(t),z_0(t))\) is periodic.

It is clear that if the \(y\)-predator does not prey on the \(z\)-predator, i.e., if \(e = 0\), then \(z(t) \to \infty\) as \(t \to \infty\), i.e., all solutions are unbounded for \(t \geq 0\).

For more general systems modeling a prey and two predators, cf. [1–4]. These papers are mainly concerned with conditions under which the predators persist, i.e., their populations do not approach zero as \(t \to \infty\). Some of these more general systems allow the predation rates, in our case the constants \(d\) and \(e\), to depend on the size of the prey population \(x\). While the conditions given for those more general systems for the persistence of both predators are not as critical as the one given in our theorem, they do not seem to imply the existence of periodic solutions, as in Case 3 of our theorem.

An interesting open question arising for the case where the hypotheses of Theorem 1 hold, the so-called noncritical case, is whether given any periodic solution of (1)
in either of the coordinate planes, there exists a unique solution which approaches it orbitally as \( t \to \infty \) from the positive orthant \( x > 0, y > 0, z > 0 \).
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