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ABSTRACT. In Part I, we considered the following problem: Find all d-orthogonal polynomial sequences \{P_n\}_{n \geq 0} such that \( P_n^{(1)} = P_n \), \( n = 0,1,2,\ldots \), where \( \{P_n^{(1)}\}_{n \geq 0} \) is the associated polynomial sequence of \( \{P_n\}_{n \geq 0} \). The resulting polynomials are an extension of the classical Tchebychev polynomials of the second kind. A detailed study was made in the particular case \( d = 2 \).

The purpose of this paper is to make similar investigations by considering the analogous problem: Find all d-orthogonal polynomial sequences \( \{P_n\}_{n \geq 0} \) such that

\[
\phi(x) = (n + 1)^{-1} P_{n+1}^{(1)}(x), \quad n \geq 0.
\]

Here, we show that the resulting polynomials are a natural extension of the classical Tchebychev polynomials of the first kind. The recurrence coefficients and generating function are determined explicitly. As in Part I, a detailed study will be carried out for the case \( d = 2 \). A third-order differential equation and a differential-recurrence relation are given. Again, in the particular case, integral representations are obtained of the linear functionals with respect to which the resulting polynomials are 2-orthogonal.

1. Introduction and preliminary results

This work represents a continuation of our previous paper [6]. The terminology and notations employed here are the same as those in the Part I.

It is well known (see e.g., [2]) that the Tchebychev monic polynomials \( \{T_n\}_{n \geq 0} \) and \( \{\tilde{U}_n\}_{n \geq 0} \) of the first and second kinds, respectively, are linked, at the same time, by the two relations

\[
\tilde{T}_n^{(1)}(x) = \tilde{U}_n(x) \quad \text{and} \quad \tilde{T}_{n+1}(x) = (n + 1)\tilde{U}_n(x), \quad n = 0,1,\ldots,
\]

where \( \{\tilde{T}_n^{(1)}\}_{n \geq 0} \) are the associated polynomials of \( \{\tilde{T}_n\}_{n \geq 0} \). The polynomials \( \{\tilde{T}_n\}_{n \geq 0} \) are orthogonal with respect to the weight function \( 1/\sqrt{1-x^2} \) on \([-1,1]\), that is,

\[
\frac{1}{\pi} \int_{-1}^{1} \tilde{T}_n(x) \tilde{T}_m(x) \frac{1}{\sqrt{1-x^2}} \, dx = k_n \delta_{n,m}, \quad k_n = 2^{1-2n-\delta_{n,0}}, \quad n, m \geq 0,
\]

and they satisfy the second-order recurrence relation

\[
\tilde{T}_{n+2}(x) = x\tilde{T}_{n+1}(x) - \frac{2\delta_{n,0}}{4} \tilde{T}_n(x), \quad n \geq 0,
\]

\[\tilde{T}_0(x) = 1, \quad \tilde{T}_1(x) = x.\]
The associated polynomials $T_n^{(1)}$, $n = 0, 1, 2, \ldots$, are defined by
\[
T_n^{(1)}(x) = \frac{1}{\pi} \int_{-1}^{1} \frac{T_{n+1}(x) - T_{n+1}(\xi)}{x - \xi} \frac{1}{\sqrt{1 - \xi^2}} d\xi, \quad n = 0, 1, 2, \ldots,
\]
and satisfy the second-order recurrence relation
\[
T_{n+2}(x) = xT_{n+1}(x) - \frac{1}{4}T_n(x), \quad n \geq 0,
\]
\[
T_0^{(1)}(x) = 1, \quad T_1^{(1)}(x) = x.
\]

The connection between the two kinds of the classical Tchebychev polynomials was the first motivation for us to consider problems of the types
\[
P_n^{(1)} = P_n, \quad n = 0, 1, 2, \ldots \quad (1.1)
\]
or
\[
P_n^{(1)} = Q_n, \quad n = 0, 1, 2, \ldots \quad (1.2)
\]
and to look for the resulting polynomials in the $d$-orthogonality case. These polynomials are natural extensions of the classical Tchebychev polynomials. They have some properties that are analogous to those of the classical Tchebychev polynomials. In the case $d = 2$, for example, they are related to weight functions involving the square root of a polynomial of degree 3, plus Stieltjes-type functions suitably chosen, whereas Tchebychev polynomials are related to weight functions involving the square root of a polynomial of degree 2.

In this work, we investigate the sequences of monic polynomials $\{P_n\}_{n \geq 0}$ for which (1.2) holds. The organization of the paper is as follows. Section 2 is devoted to the statement and the solution of the problem (1.2) in the two special cases $d = 1$ and $d = 2$. For $d = 1$, we obtain that $\{P_n\}_{n \geq 0}$ are the Tchebychev monic polynomials of the first kind, and for $d = 2$, we obtain the analogous 2-orthogonal polynomials. Among such polynomials, the 2-symmetric ones (see Definition 2.1 below) are singled out and called 2-orthogonal Tchebychev polynomials of the first kind. In Section 3, for $d = 2$, we show that the resulting polynomials satisfy a differential-recurrence relation, and in the 2-symmetric case, we obtain that each polynomial satisfies a third-order differential equation. Finally, Section 4 deals with the problem of integral representations of the linear functionals associated with the 2-orthogonal polynomials obtained in Section 2, as well as, the functionals involved in the cubic decomposition of such polynomials.

Let $\{P_n\}_{n \geq 0}$ be a sequence of monic polynomials, $\{u_n\}_{n \geq 0}$, the dual sequence associated with $\{P_n\}_{n \geq 0}$ defined by $\langle u_n, P_n \rangle = \delta_{n,m}$, $n, m \geq 0$, where $\langle , \rangle$ is the duality bracket between the vector space of polynomials with complex coefficients and its dual (see Subsection 1.1. below).

**Lemma 1.1.** [12] For any linear functional $u$ and integer $p \geq 1$, the following two statements are equivalent.

(a) $\langle u, P_{p-1} \rangle \neq 0$; $\langle u, P_n \rangle = 0$ for $n \geq p$;

(b) there exists $\lambda_{\nu} \in \mathbb{C}$, $0 \leq \nu \leq p - 1$, $\lambda_{p-1} \neq 0$, such that $u = \sum_{\nu=0}^{p-1} \lambda_{\nu} u_{\nu}$. 
Definition 1.1. Let $\omega_1, \omega_2, \ldots, \omega_d$ be $d$ linear functionals ($d \geq 1$). The polynomial sequence $\{P_n\}_{n \geq 0}$ is called a $d$-orthogonal polynomial sequence ($d$-OPS) with respect to $\Omega = \langle \omega_1, \ldots, \omega_d \rangle$ if it fulfills [11, 13]

\[ \langle \omega_\alpha, P_m P_n \rangle = 0, \quad n \geq md + \alpha, \] (1.3)
\[ \langle \omega_\alpha, P_m P_{md+\alpha-1} \rangle \neq 0, \] (1.4)
for each integer $\alpha$ with $\alpha = 1, 2, \ldots, d$ and $m \geq 0$.

Remark 1.1. (a) When $d = 1$, we again have ordinary regular orthogonality. In this case $\{P_n\}_{n \geq 0}$ is an orthogonal polynomial sequence (OPS).

(b) The inequalities (1.4) are the regularity conditions (for equivalent conditions of regularity, see, e.g., [11, p.110]). In this case, the $d$-dimensional functional $\Omega$ is called regular. It is not unique. Indeed, according to Lemma 1.1, we have

\[ \omega_\alpha = \sum_{\nu=0}^{\alpha-1} \lambda_\nu^\alpha u_\nu, \quad \lambda_\alpha^{\alpha-1} \neq 0, \quad 1 \leq \alpha \leq d \]
\[ \iff u_\nu = \sum_{\alpha=1}^{\nu+1} r_\alpha^\nu \omega_\alpha, \quad r_\nu^{\nu+1} \neq 0, \quad 0 \leq \nu \leq d-1. \]

Therefore, from now on, we shall work uniquely with the dual functionals $u_0, \ldots, u_{d-1}$, that is to say, $\mathcal{U} = \langle u_0, \ldots, u_{d-1} \rangle$; it is the canonical regular $d$-dimensional functional with respect to which $\{P_n\}_{n \geq 0}$ is $d$-orthogonal.

A remarkable characterization of the $d$-OPS is that they satisfy a $(d + 1)$-order recurrence relation [13], which we write in the form

\[ P_{m+d+1}(x) = (x - \beta_{m+d}) P_{m+d}(x) - \sum_{\nu=0}^{d-1} \gamma_{m+d-\nu}^{d-1-\nu} P_{m+d-1-\nu}(x), \quad m \geq 0, \] (1.5)

with the initial conditions

\[ P_0(x) = 1, \quad P_1(x) = x - \beta_0, \quad \text{and if } d \geq 2, \]

\[ P_n(x) = (x - \beta_{n-1}) P_{n-1}(x) - \sum_{\nu=0}^{n-2} \gamma_{n-1-\nu}^{d-1-\nu} P_{n-2-\nu}(x), \quad 2 \leq n \leq d, \] (1.6)

and the regularity conditions

\[ \gamma_{m+1}^0 \neq 0, \quad m \geq 0. \] (1.7)

The above recurrence relation is equivalent to the following recurrence relation between $d + 2$ consecutive linear functionals [12]:

\[ xu_n = u_{n-1} + \beta_n u_n - \sum_{\nu=0}^{d-1} \gamma_{n+1}^{d-1-\nu} u_{n+1+\nu}, \quad n \geq 0 \quad (u_{-1} = 0). \] (1.8)

Another characterization has been given in [11].

Note that when $d = 1$, the recurrence (1.5) with (1.6) is reducible to the second-order recurrence relation

\[ P_{n+2}(x) = (x - \beta_{n+1}) P_{n+1}(x) - \gamma_{n+1} P_n(x), \quad n \geq 0, \]
\[ P_0(x) = 1, \quad P_1(x) = x - \beta_0. \] (1.9)
Now, the polynomial sequence \( \{P_n\}_{n \geq 0} \) is called the “classical” \( d \)-OPS, or simply \( d \)-classical, if it satisfies the Hahn property, that is to say, the sequence \( \{Q_n\}_{n \geq 0} \) is also \( d \)-orthogonal where \( Q_n(x) := (n + 1)^{-1}P'_{n+1}(x) \) is the monic derivative. In this case \( \{Q_n\}_{n \geq 0} \) also satisfies a \( (d + 1) \)-order recurrence relation, namely

\[
Q_{m+d+1}(x) = (x - \tilde{\beta}_{m+d})Q_{m+d}(x) - \sum_{\nu=0}^{d-1} \tilde{\gamma}_{m+d-\nu} Q_{m+d-\nu}(x), \quad m \geq 0,
\]

with the initial and the regularity conditions

\[
Q_0(x) = 1, \quad Q_1(x) = x - \tilde{\beta}_0 \quad \text{and if } d \geq 2,
\]

\[
Q_n(x) = (x - \tilde{\beta}_{n-1})Q_{n-1}(x) - \sum_{\nu=0}^{n-2} \tilde{\gamma}_{n-1-\nu} Q_{n-2-\nu}(x), \quad 2 \leq n \leq d,
\]

\[
\tilde{\gamma}_{m+1} \neq 0, \quad m \geq 0,
\]

and it is \( d \)-orthogonal with respect to \( \mathcal{V} = \{v_0, \ldots, v_{d-1}\} \), where \( \{v_n\}_{n \geq 0} \) is the dual sequence of \( \{Q_n\}_{n \geq 0} \).

1.1. Some elementary operations in \( \mathcal{P} \) and \( \mathcal{P}' \). Let \( \mathcal{P} \) be the vector space of polynomials with coefficients in \( \mathbb{C} \) and let \( \mathcal{P}' \) be its dual. We denote by \( \langle u, f \rangle \) the effect of \( u \in \mathcal{P}' \) on \( f \in \mathcal{P} \). In particular, we denote the moments of \( u \) by \( \langle u, x^n \rangle, \quad n \geq 0. \)

By transposition, we obtain

(a) The left-multiplication of a functional by a polynomial:

\[
\langle fu, p \rangle := \langle u, fp \rangle, \quad u \in \mathcal{P}', \quad f, p \in \mathcal{P}.
\]

(b) The derivative of a functional:

\[
\langle Du, p \rangle = \langle u', p \rangle := -\langle u, p' \rangle, \quad u \in \mathcal{P}', \quad p \in \mathcal{P}.
\]

AN APPLICATION. We have [11]

\[
Du_n = -(n + 1)u_{n+1}, \quad n \geq 0,
\]

where \( \{u_n\}_{n \geq 0} \) (resp., \( \{v_n\}_{n \geq 0} \)) is the dual sequence of \( \{P_n\}_{n \geq 0} \) (resp., \( \{Q_n\}_{n \geq 0} \)).

(c) The division of a functional by a polynomial:

From the linear application \( p \rightarrow (\theta_c p)(x) = \frac{p(x) - p(c)}{x - c}, \quad c \in \mathbb{C} \), we have

\[
\langle (x - c)^{-1} u, p \rangle := \langle u, \theta_c p \rangle.
\]

(d) The right-multiplication of a functional by a polynomial:

\[
(u, p) \rightarrow (up)(x) = \langle u, \frac{xp(x) - \xi p(\xi)}{x - \xi} \rangle = \sum_{\nu=0}^{n} \left( \sum_{\mu=\nu}^{n} a_\mu(u)_{\mu-\nu} \right) x^\nu, \quad u \in \mathcal{P}'
\]

and

\[
p(x) = \sum_{\nu=0}^{n} a_\nu x^\nu.
\]

(e) The product of two functionals:

\[
\langle uv, p \rangle := \langle u, vp \rangle, \quad u, v \in \mathcal{P}', \quad p \in \mathcal{P}.
\]
The operator $\sigma_s$:

Let us introduce the operator $\sigma_s : P \to P; s \in \mathbb{N}$, defined by

$$(\sigma_s f)(x) := f(x^s), \quad f \in P.$$ 

By transposition, we define $'\sigma_s$ by

$$(t'\sigma_s(u)f) = \langle u, \sigma_s f \rangle, \quad u \in P', \quad f \in P,$$

so that $(t'\sigma_s(u))_n = (u)_n^s, n \geq 0$. Therefore, from now on, we set $t'\sigma_s = \sigma_s$, then

$$\langle \sigma_s(u)f \rangle = \langle u, \sigma_s f \rangle, \quad f \in P; \quad u \in P',$$

so that $(\sigma_s(u))_n = (u)_n^s, n \geq 0$.

Lemma 1.2. [6] For all $f \in P$ and $u \in P'$, we have the properties:

$$f(x)\sigma_s(u) = \sigma_s(f(x^s)u), \quad (1.16)$$

$$sD(\sigma_s(u)) = \sigma_s(D(x^1^s u)), \quad (1.17)$$

$$\sigma_s(Du) = sD(\sigma_s(x^1^s u)). \quad (1.18)$$

1.2. The associated polynomials.

Definition 1.2. We call the associated sequence of \{P_n\}_{n \geq 0} (with respect to $u_0$), the sequence \{P^{(1)}_n\}_{n \geq 0} defined by

$$P^{(1)}_n(x) = \left\langle u_0, \frac{P_{n+1}(x) - P_{n+1}(\xi)}{x - \xi} \right\rangle, \quad n \geq 0. \quad (1.19)$$

Every polynomial $P^{(1)}_n$ is monic. We denote by \{u^{(1)}_n\}_{n \geq 0}, the dual sequence of \{P^{(1)}_n\}_{n \geq 0}.

Proposition 1.1. [12] We have

$$u^{(1)}_n = (xu_{n+1})u_0^{-1}, \quad n \geq 0, \quad (1.20)$$

where $u^{-1}$ (the inverse element of $u$) exists if and only if $(u)_0 \neq 0$, and then $uu^{-1} = \delta$.

Now, the successive associated sequences are defined by recurrence $P^{(r+1)}_n = (P^{(r)}_n)^{(1)}$ and $u^{(r+1)}_n = (u^{(r)}_n)^{(1)}$, for $n, r \geq 0$.

Remark 1.2. When \{P_n\}_{n \geq 0} is an OPS (with respect to $u_0$), then it satisfies the recurrence relation (1.9), and we know that the associated sequence \{P^{(1)}_n\}_{n \geq 0} satisfies the recurrence relation

$$P^{(1)}_{n+2}(x) = (x - \beta_{n+2})P^{(1)}_{n+1}(x) - \gamma_nP^{(1)}_n(x), \quad n \geq 0,$$

$$P^{(1)}_0(x) = 1, \quad P^{(1)}_1(x) = x - \beta_1, \quad (1.21)$$

and it is orthogonal with respect to $u^{(1)}_0$. It is clear that $P^{(0)}_n = P_n, n \geq 0$, and $u^{(0)}_0 = u_0$.

Likewise, if \{P_n\}_{n \geq 0} is $d$-OPS, namely, if it satisfies the recurrence (1.5)-(1.6) then \{P^{(1)}_n\}_{n \geq 0} also satisfies the $(d + 1)$-order recurrence relation

$$P^{(1)}_{m+d+1}(x) = (x - \beta_{m+d+1})P^{(1)}_{m+d}(x) - \sum_{\nu=0}^{d-1} \gamma_{m+d-\nu+1}P^{(1)}_{m+d-\nu}(x), \quad m \geq 0, \quad (1.22)$$
with the initial conditions
\[ P_0^{(1)}(x) = 1, \quad P_1^{(1)}(x) = x - \beta_1, \quad \text{and if } d \geq 2, \]
\[ P_n^{(1)}(x) = (x - \beta_n)P_{n-1}^{(1)}(x) - \sum_{\nu=0}^{n-2} \gamma_{n-\nu}^{d-1-\nu} P_{n-2-\nu}^{(1)}(x), \quad 2 \leq n \leq d. \] (1.23)

Thus, we have the evident result:

**Proposition 1.2.** When \( \{P_n\}_{n \geq 0} \) is d-OPS with respect to \( \mathcal{U} = t^{(u_0, \ldots, u_{d-1})} \), then \( \{P_{n+r}^{(1)}\}_{n \geq 0}, r \geq 1, \) is d-OPS with respect to \( \mathcal{U}^{(1)} = t^{(u_0^{(1)}, \ldots, u_{d-1}^{(1)})} \).

## 2. Statement of the problem

We pose the analogous general problem as follows.

For fixed integer \( r \), find all d-OPS which satisfy
\[ P_n^{(r)}(x) = Q_n(x), \quad n = 0, 1, 2, \ldots, \] (2.1)

**Remark 2.1.** The d-OPS \( \{P_n\}_{n \geq 0} \) is necessarily “classical” (in the sense of the Hahn property, that is, \( \{Q_n\}_{n \geq 0} \) is also d-OPS). Indeed, since \( \{P_n\}_{n \geq 0} \) is d-OPS, \( \{P_n^{(r)}\}_{n \geq 0} \) is also d-OPS, and then \( \{Q_n\}_{n \geq 0} \) is a d-OPS. This general problem has remained unsolved. However, for some special choices of the integers \( r \) and \( d \), the resulting polynomials are known.

**Examples.** In the case \( r = 0 \), the equality (2.1) becomes \( P_n(x) = Q_n(x), n = 0, 1, 2, \ldots, \) and \( \{P_n\}_{n \geq 0} \) is an Appell polynomial sequence, so the above problem becomes

**Find all polynomial sequences which are at the same time d-OPS and Appell polynomials.**

(1) When \( d = 1 \) (ordinary orthogonality), the only resulting polynomials are the Hermite polynomials (up to a shift) (see, e.g., [I]).

(2) In the \( d \)-orthogonality case, the problem is solved for \( d = 2 \) by the authors in [4], and recently, the solution is given for any integer (dimension) \( d \ (d \geq 1) \) by the first author in [3]. The resulting polynomials are a natural extension of the Hermite polynomials. Among such polynomials, the \( d \)-symmetric ones are singled out. They are named \( d \)-orthogonal Hermite polynomials.

Here and in the sequel, we investigate the case \( r = 1 \), namely, we look for all d-OPS which satisfy
\[ P_n^{(1)}(x) = Q_n(x), \quad n \geq 0. \] (2.2)

The method of proof is based only on the solution of the nonlinear system satisfied by the recurrence coefficients. For the sake of simplicity, we only consider the two special cases \( d = 1, d = 2 \).
2.1. Special cases.

2.1.1. The case \( d = 1 \). (ordinary orthogonality) In this case the problem becomes: \textit{Find all polynomial sets which are OPS and which satisfy (2.2)}.

First, since \( \{P_n\}_{n \geq 0} \) is OPS, then both \( \{P_n\}_{n \geq 0} \) and \( \{Q_n\}_{n \geq 0} \) satisfy, respectively, the following second-order recurrence relations:

\[
P_{n+2}(x) = (x - \beta_{n+1})P_{n+1}(x) - \gamma_{n+1}P_n(x), \quad (\gamma_{n+1} \neq 0), \quad n \geq 0, \\
P_0(x) = 1, \quad P_1(x) = x - \beta_0, \quad (2.3)
\]

and

\[
Q_{n+2}(x) = (x - \tilde{\beta}_{n+1})Q_{n+1}(x) - \tilde{\gamma}_{n+1}Q_n(x), \quad (\tilde{\gamma}_{n+1} \neq 0), \quad n \geq 0, \\
Q_0(x) = 1, \quad Q_1(x) = x - \tilde{\beta}_0. \quad (2.4)
\]

Then, by virtue of the recurrence relations (1.21) and (2.4), the sequence \( \{P_n\}_{n \geq 0} \) fulfills (2.2) if and only if

\[
\tilde{\beta}_n = \beta_{n+1}, \quad n \geq 0, \\
\tilde{\gamma}_{n+1} = \gamma_{n+2}, \quad n \geq 0. \quad (2.5)
\]

Next, from (2.3), (2.4) and after some manipulations, it is possible to show that the sequences \( \{\beta_n\}_{n \geq 0}, \{\tilde{\beta}_n\}_{n \geq 0}, \{\gamma_n\}_{n \geq 1}, \) and \( \{\tilde{\gamma}_n\}_{n \geq 1} \) satisfy the system (see, e.g., [4])

\[
(n + 3)\tilde{\beta}_{n+1} = (n + 1)\tilde{\beta}_n + (n + 2)\beta_{n+2} - n\beta_{n+1}, \quad n \geq 0, \quad (2.6)
\]

\[
2\tilde{\beta}_0 = \beta_0 + \beta_1, \quad (2.7)
\]

\[
(n + 3)\tilde{\gamma}_{n+1} - (n + 1)\tilde{\gamma}_n = (n + 1)\gamma_{n+2} - (n - 1)\gamma_{n+1} \\
+ (n + 1)(\beta_{n+1} - \tilde{\beta}_n)^2, \quad n \geq 1, \quad (2.8)
\]

\[
3\tilde{\gamma}_1 = \gamma_2 + \gamma_1 + (\beta_1 - \tilde{\beta}_0)^2, \quad (2.9)
\]

\[
n\gamma_{n+1}(\beta_{n+1} + \beta_n - 2\tilde{\beta}_{n-1}) = (n + 1)\gamma_n(2\beta_{n+1} - \tilde{\beta}_n - \tilde{\beta}_{n-1}), \quad n \geq 1, \quad (2.10)
\]

\[
(n + 2)\tilde{\gamma}_{n+1}\tilde{\gamma}_n + n\gamma_{n+2}\gamma_{n+1} = 2(n + 1)\gamma_{n+2}\tilde{\gamma}_n, \quad n \geq 1. \quad (2.11)
\]

From this, by using (2.5), we easily obtain that

\[
P^{(1)}_n(x) = Q_n(x), \quad n \geq 0 \iff \begin{cases} \beta_n = \beta_0, & n \geq 0, \\ \gamma_{n+1} = \gamma_1, & n \geq 1. \end{cases}
\]

We always can choose \( \beta_0 = 0 \) and \( \gamma_1 = 1/2 \); then the recurrence relation (2.3) (resp., (2.4)) becomes

\[
P_{n+2}(x) = xP_{n+1}(x) - \frac{2\delta_{n,0}}{4}P_n(x), \quad n \geq 0, \\
P_0(x) = 1, \quad P_1(x) = x, \quad (2.12)
\]

respectively,

\[
Q_{n+2}(x) = xQ_{n+1}(x) - \frac{1}{4}Q_n(x), \quad n \geq 0, \\
Q_0(x) = 1, \quad Q_1(x) = x. \quad (2.13)
\]

Hence, \( \{P_n\}_{n \geq 0} \) (resp., \( \{Q_n\}_{n \geq 0} \)) is the monic Tchebychev OPS of the \textit{first} (resp., \textit{second}) kind.
2.1.2. The case $d = 2$. (2-orthogonality)

Now, we state and solve the similar problem with $d = 2$: Find all 2-OPS which satisfy (2.2).

In this case, each $\{P_n\}_{n \geq 0}$ and $\{Q_n\}_{n \geq 0}$ satisfy a third-order recurrence relation which we write, respectively,

\begin{equation}
P_{n+3}(x) = (x - \beta_{n+2})P_{n+2}(x) - \gamma_{n+2}^1P_{n+1}(x) - \gamma_{n+1}^0P_n(x), \quad (\gamma_{n+1}^0 \neq 0),
\end{equation}

\begin{equation*}
P_0(x) = 1, \quad P_1(x) = x - \beta_0, \quad P_2(x) = (x - \beta_1)P_1(x) - \gamma_1^1,
\end{equation*}

and

\begin{equation}
Q_{n+3}(x) = (x - \tilde{\beta}_{n+2})Q_{n+2}(x) - \tilde{\gamma}_{n+2}^1Q_{n+1}(x) - \tilde{\gamma}_{n+1}^0Q_n(x), \quad (\tilde{\gamma}_{n+1}^0 \neq 0),
\end{equation}

\begin{equation*}
Q_0(x) = 1, \quad Q_1(x) = x - \tilde{\beta}_0, \quad Q_2(x) = (x - \tilde{\beta}_1)Q_1(x) - \tilde{\gamma}_1^1.
\end{equation*}

First, it is easily seen that $P_n^{(1)}(x) = Q_n(x)$, $n \geq 0$, if and only if

\begin{equation}
\tilde{\beta}_n = \beta_{n+1}, \quad n \geq 0,
\end{equation}

\begin{equation}
\tilde{\gamma}_{n+1}^1 = \gamma_{n+2}^1, \quad n \geq 0,
\end{equation}

\begin{equation}
\tilde{\gamma}_{n+1}^0 = \gamma_{n+2}^0, \quad n \geq 0.
\end{equation}

Next, by differentiating (2.14) and using the recurrences (2.14) and (2.15), we obtain that the sequences $\{\beta_n\}$, $\{\tilde{\beta}_n\}$, $\{\gamma_n^\nu\}$, and $\{\tilde{\gamma}_n^\nu\}$ ($\nu = 0, 1$) satisfy the system, valid for $n \geq 1$ [4],

\begin{equation}
(n + 2)\tilde{\beta}_n - n\tilde{\beta}_{n-1} = (n + 1)\beta_{n+1} - (n - 1)\beta_n,
\end{equation}

\begin{equation}
2\tilde{\beta}_0 = \beta_0 + \beta_1,
\end{equation}

\begin{equation}
(n + 3)\tilde{\gamma}_{n+1}^1 - (n + 1)\gamma_n^1 = (n + 1)\gamma_{n+2}^1 - (n - 1)\gamma_{n+1}^1 + (n + 1)(\beta_{n+1} - \tilde{\beta}_n)^2,
\end{equation}

\begin{equation}
3\tilde{\gamma}_1^1 = \gamma_2^1 + \gamma_1^1 + (\beta_1 - \tilde{\beta}_0)^2,
\end{equation}

\begin{equation}
(n + 4)\tilde{\gamma}_{n+1}^0 - (n + 2)\gamma_n^0 = (n + 1)\gamma_{n+2}^0 - (n - 1)\gamma_{n+1}^0 + (n + 1)\gamma_{n+2}^1(\beta_{n+2} + \beta_{n+1} - 2\tilde{\beta}_n) - (n + 2)\gamma_{n+1}^1(2\beta_{n+2} - \tilde{\beta}_{n+1} - \tilde{\beta}_n),
\end{equation}

\begin{equation}
4\tilde{\gamma}_1^0 = \gamma_2^0 + \gamma_1^0 + \gamma_1^1(\beta_2 + \beta_1 - 2\tilde{\beta}_0) - 2\gamma_1^1(2\beta_2 - \tilde{\beta}_1 - \tilde{\beta}_0),
\end{equation}

\begin{equation}
n\gamma_{n+1}^1 \gamma_{n+2}^1 + (n + 2)\gamma_n^1 \gamma_{n+1}^1 - 2(n + 1)\tilde{\gamma}_n^1 \gamma_{n+2}^1 = (n + 2)\tilde{\gamma}_n^1(2\beta_{n+2} - \tilde{\beta}_{n+1} - \tilde{\beta}_{n-1}) - n\gamma_{n+1}^0(\beta_{n+2} + \beta_n - 2\tilde{\beta}_n),
\end{equation}

\begin{equation}
n\gamma_{n+1}^0 \gamma_{n+3}^0 = \gamma_n^0(2(n + 2)\gamma_{n+3}^0 - (n + 4)\gamma_{n+2}^0),
\end{equation}

\begin{equation}
n\gamma_{n+1}^0 \gamma_{n+2}^0 + n\gamma_{n+1}^0 \gamma_{n+3}^0 = \tilde{\gamma}_n^0(2(n + 2)\gamma_{n+3}^0 - (n + 3)\tilde{\gamma}_{n+2}^0) + \tilde{\gamma}_n^1(2(n + 1)\gamma_{n+2}^0 - (n + 3)\gamma_{n+1}^0).
From this system and making use (2.16), we obtain after some calculations that

\[ P_n^{(1)}(x) = Q_n(x), \quad n \geq 0 \]

\[ \iff \begin{cases} \beta_n = \beta_0, & n \geq 0, \\ \gamma_{n+1}^1 = \frac{1}{2} \gamma_1^1, & n \geq 1, \\ \gamma_{n+1}^0 = \frac{1}{3} \gamma_1^0, & n \geq 1. \end{cases} \]

We always can choose \( \beta_0 = 0 \) and \( \gamma_1^0 = 3 \gamma \neq 0 \) fixed, because orthogonality is kept through a shift. We put \( \gamma_1^1 = 2 \alpha \), then the recurrence relations (2.14)-(2.15) become, respectively,

\[ P_{n+3}(x) = xP_{n+2}(x) - \alpha P_{n+1}(x) - 3^5 \gamma P_n(x), \quad n \geq 0, \]

\[ P_0(x) = 1, \quad P_1(x) = x, \quad P_2(x) = x^2 - 2\alpha, \]  

(2.26)

and

\[ Q_{n+3}(x) = xQ_{n+2}(x) - \alpha Q_{n+1}(x) - \gamma Q_n(x), \quad n \geq 0, \]

\[ Q_0(x) = 1, \quad Q_1(x) = x, \quad Q_2(x) = x^2 - \alpha. \]  

(2.27)

It is clear that \( \{Q_n\}_{n \geq 0} \) is the classical 2-orthogonal polynomial sequence found in Part I, say, the Tchebychev 2-OPS of the second kind.

Let us now introduce the generating function for the polynomials \( P_n, n \geq 0 \).

\[ F(x, t) = \sum_{n \geq 0} P_n(x) t^n. \]

By virtue of (2.26), we easily obtain

\[ F(x, t) = \frac{1 - \alpha t^2 - 2\gamma t^3}{1 - xt + \alpha t^2 + \gamma t^3}. \]  

(2.28)

Note that \( F(x, t) = (1 - \alpha t^2 - 2\gamma t^3)G(x, t) \) where \( G(x, t) = (1 - xt + \alpha t^2 + \gamma t^3)^{-1} \) is the generating function of the 2-orthogonal Tchebychev polynomials of the second kind, \( \{Q_n\}_{n \geq 0} \).

**Remark 2.2.** The polynomials obtained here appear as particular cases of Faber polynomials [9]. Such polynomials are defined as follows: let \( z \) and \( w \) be two complex variables, \( f(z) \) be a mapping, and \( h(w) \) be its inverse.

\[ w = f(z) = z + a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots, \]

\[ z = h(w) = w + b_0 + b_1 w^{-1} + b_2 w^{-2} + \cdots, \]

\( f(z) \) is a univalent mapping from a complement of a compact set onto a domain \( |w| > r \) (\( r \) is the smallest number such that \( h(w) \) is univalent in \( |w| > r \)).

The Faber polynomials \( F_n(z) \) of degree \( n \), associated with \( f(z) \), are the polynomial parts of \( [f(z)]^n \). Many properties of the polynomials \( F_n \) are known. We have, for example, the generating function

\[ \frac{wh'(w)}{h(w)} - z = \sum_{n \geq 0} F_n(z) w^{-n}, \]  

(2.29)

which holds for \( |w| \) sufficiently large (depending on \( z \)). The relation (2.29) often is taken as the definition of Faber polynomials.
If we put \( t = 1/w \), the above becomes

\[
\frac{h'(1/t)}{th(1/t)} \left( 1 - \frac{z}{h(1/t)} \right)^{-1} = \sum_{n \geq 0} F_n(z) t^n. \tag{1}
\]

1. It is easy to verify that the choice \( h(w) = (w^2 + 1)/2w \) leads to the Tchebychev non-monic polynomials of the first kind \( \{T_n\}_{n \geq 0} \).

2. Similarly, the choice \( h(w) = (w^3 + \alpha w + \gamma)/w^2 \) leads to the 2-OPS \( \{P_n\}_{n \geq 0} \) defined by the recurrence (2.26).

Indeed, in (2.29), the substitution of \( h(w) = (w^3 + \alpha w + \gamma)/w^2 \), with \( t = 1/w \), leads to

\[
\frac{h'(1/t)}{th(1/t)} \left( 1 - \frac{x}{h(1/t)} \right)^{-1} = \sum_{n \geq 0} F_n(x) t^n, \tag{2}
\]

with

\[
\frac{h'(1/t)}{th(1/t)} \left( 1 - \frac{x}{h(1/t)} \right)^{-1} = \frac{1 - \alpha t^2 - 2\gamma t^3}{1 - xt + \alpha t^2 + \gamma t^3} = F(x, t). \tag{3}
\]

Then \( F_n(x) = P_n(x) \), \( n \geq 0 \).

### 2.2. 2-Symmetric polynomials and cubic decomposition.

Let \( k \) be an integer with \( 0 \leq k \leq d \). By \( \xi_k \), \( k = 0, 1, \ldots, d \), we denote the \( d + 1 \) roots of unity, namely,

\[
\xi_k = \exp \left( \frac{2ik\pi}{d+1} \right).
\]

**Definition 2.1.** The sequence \( \{P_n\}_{n \geq 0} \) is called \( d \)-symmetric if it fulfills

\[
P_n(\xi_k x) = \xi_k^n P_n(x), \quad k = 0, 1, \ldots, d, \quad n \geq 0.
\]

When \( d = 1 \), then \( \xi_0 = 1 \) and \( \xi_1 = -1 \); this means that the sequence \( \{P_n\}_{n \geq 0} \) is symmetric, that is, \( P_n(-x) = (-1)^n P_n(x) \), \( n \geq 0 \).

In order to produce the 2-OPS analogous to the Tchebychev OPS of the first kind, we put \( \alpha = 0 \). Hence, the 2-OPS \( \{P_n\}_{n \geq 0} \) is 2-symmetric. In this case, \( \{P_n\}_{n \geq 0} \) is the “classical” 2-OPS analogous to the Tchebychev OPS of the first kind. Therefore, they will be called the Tchebychev 2-OPS of the first kind.

When \( \alpha = 0 \), the recurrence relation (2.26) becomes

\[
P_{n+3}(x) = xP_{n+2}(x) - 3^{5n} p^5 P_n(x), \quad n \geq 0,
P_0(x) = 1, \quad P_1(x) = x, \quad P_2(x) = x^2. \tag{2.30}
\]

Hence, setting

\[
P_{3n}(x) = P_n^{[1]}(x^3),
P_{3n+1}(x) = xP_n^{[2]}(x^3),
P_{3n+2}(x) = x^2 P_n^{[3]}(x^3), \quad n \geq 0,
\]
TABLE 1. Recurrence coefficients

<table>
<thead>
<tr>
<th></th>
<th>$i \beta_n$</th>
<th>$i \gamma_{n+1}^1$</th>
<th>$i \gamma_{n+1}^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>$3 \gamma$</td>
<td>$3 \gamma^2$ except $1 \gamma_1^1 = 6 \gamma^2$</td>
<td>$\gamma^3$ except $1 \gamma_1^0 = 3 \gamma^3$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>$3 \gamma$ except: $^2 \beta_0 = 4 \gamma$</td>
<td>$3 \gamma^2$ except: $^2 \gamma_1^1 = 5 \gamma^2$</td>
<td>$\gamma^3$</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>$3 \gamma$ except: $^3 \beta_0 = 5 \gamma$</td>
<td>$3 \gamma^2$</td>
<td>$\gamma^3$</td>
</tr>
</tbody>
</table>

where $\{P_n^{[i]}\}_{n \geq 0}$, $i = 1, 2, 3$, are the three components of $\{P_n\}_{n \geq 0}$ which are given by the system [4]

$$
\begin{pmatrix}
P_{n+1}^{[1]}(x) \\
P_{n+1}^{[2]}(x) \\
P_{n+1}^{[3]}(x)
\end{pmatrix}
= \begin{pmatrix}
-\gamma & 0 & x \\
-\gamma & -\gamma & x \\
-\gamma & -\gamma & x - \gamma
\end{pmatrix}
\begin{pmatrix}
P_n^{[1]}(x) \\
P_n^{[2]}(x) \\
P_n^{[3]}(x)
\end{pmatrix}, \quad n \geq 1,
$$

with $P_0^{[1]}(x) = P_0^{[2]}(x) = P_0^{[3]}(x) = 1$ and $P_1^{[1]}(x) = x - 3 \gamma$, $P_1^{[2]}(x) = x - 4 \gamma$, $P_1^{[3]}(x) = x - 5 \gamma$.

This natural (cubic) decomposition produces other sequences which are also 2-orthogonal. In particular, the first component $\{P_n^{[1]}\}_{n \geq 0}$ is a “classical” one.

It follows that each $\{P_n^{[i]}\}_{n \geq 0}$, $(i = 1, 2, 3)$ satisfies a third-order recurrence relation (see [4] for the formulas)

$$
P_{n+3}^{[i]}(x) = (x - i \beta_{n+2})P_{n+2}^{[i]}(x) - i \gamma_{n+2}^{1}P_{n+1}^{[i]}(x) - i \gamma_{n+1}^{0}P_{n}^{[i]}(x), \quad (i \gamma_{n+1}^{0} \neq 0),$$

$$
P_{0}^{[i]}(x) = 1, \quad P_{1}^{[i]}(x) = x - i \beta_{0}, \quad P_{2}^{[i]}(x) = (x - i \beta_{1})P_{1}^{[i]}(x) - i \gamma_{1},$$

(2.31)

where the recurrence coefficients $i \beta_{n}$, $i \gamma_{n+1}^{1}$, and $i \gamma_{n+1}^{0}$, $n \geq 0$, are tabulated in Table 1, and for each $i = 1, 2, 3$, the sequence $\{P_n^{[i]}\}_{n \geq 0}$ is 2-orthogonal with respect to $U^{[i]} = t(u_0^{[i]}, u_1^{[i]})$ where, according to the relation (2.18) given in Part I [6]

$$
u_j^{[i]} = \sigma_j(x_j^{i-1}u_{3j+i-1}^{[i]}), \quad j = 0, 1, i = 1, 2, 3.$$

(2.32)

The cubic decomposition of the sequence $\{Q_n\}_{n \geq 0}$ was made in Part I [6].

3. A differential-recurrence relation and a third-order differential equation

We start by proving that the sequence $\{P_n\}_{n \geq 0}$ defined by the generating function (2.28) satisfies a first-order differential-recurrence relation. Next, when $\alpha = 0$, we give a third-order differential equation for the polynomials $P_n$, $n \geq 0$.

**Proposition 3.1.** The polynomial sequence $\{P_n\}_{n \geq 0}$ satisfies the differential-recurrence relation

$$
\phi(x)P_{n+1}^\prime(x) = (n + 1)A_1(x)P_{n+1}(x) + [nA_2(x) + B_1(x)]P_n(x) + [(n - 1)A_3(x) + B_2(x)]P_{n-1}(x) + [(n - 2)A_4(x) + B_3(x)]P_{n-2}(x) + [(n - 3)A_5(x) + B_4(x)]P_{n-3}(x) + (n - 4)A_6(x)P_{n-4}(x), \quad n \geq 0,
$$

(3.1)
where \( \phi(x) = (4 \alpha \gamma x + \alpha^3 + 9 \gamma^2)(4 \gamma x^3 + \alpha^2 x^2 - 18 \alpha \gamma x - 4 \alpha^3 - 27 \gamma^2) \) and \( A_i(x) \), \( 1 \leq i \leq 6 \), \( B_j(x) \), \( 1 \leq j \leq 4 \), are polynomials of degree at most equal to 3 (see the equalities (3.12), (3.13) below). We have put \( P_n(x) = 0, n \geq 1 \).

**Proof.** From the generating function (2.28), we obtain by differentiating \( F(x, t) \) with respect to \( t \) and \( x \), respectively,

\[
(2\gamma t^3 + \alpha t^2 - 1)(\gamma t^3 + \alpha t^2 - xt + 1) \partial_t F(x, t) = \left[ \alpha \gamma t^4 - 4 \gamma x t^3 + (9 \gamma - \alpha x)t^2 + 4 \alpha t - x \right] F(x, t) \quad (3.2)
\]

\[
(\gamma t^3 + \alpha t^2 - xt + 1) \partial_x F(x, t) = t F(x, t) \quad (3.3)
\]

where \( \partial_x = \partial / \partial x \) and \( \partial_t = \partial / \partial t \).

From these, it follows that

\[
[\alpha \gamma t^4 - 4 \gamma x t^3 + (9 \gamma - \alpha x)t^2 + 4 \alpha t - x] \partial_x F(x, t) = (2\gamma t^4 + \alpha t^3 - t) \partial_t F(x, t) \quad (3.4)
\]

Next, multiplying (3.3) by \(- \alpha t\) and adding to (3.4), we obtain

\[
[(4 \gamma x + \alpha^2) t^3 - 9 \gamma t^2 - 3 \alpha x + x] \partial_x F(x, t) = -(2\gamma t^4 + \alpha t^3 - t) \partial_t F(x, t) + \alpha x^2 F(x, t) \quad (3.5)
\]

Now multiplying (3.5) by \(- \gamma \) and (3.3) by \( 4 \gamma x + \alpha^2 \) and adding, we obtain

\[
[- (4 \alpha \gamma x + \alpha^3 + 9 \gamma^2) t^3 + (4 \gamma x^2 + \alpha^2 x - 3 \alpha \gamma) t - (3 \gamma x + \alpha^2)] \partial_x F(x, t) \quad (3.6)
\]

Likewise, multiplying (3.6) by \( \gamma t \) and (3.3) by \( 4 \alpha \gamma x + \alpha^2 + 9 \gamma^2 \), we obtain by addition

\[
[(4 \gamma x^2 + 5 \alpha^2 \gamma x + 6 \alpha \gamma^2 + \alpha^4) t^2 + (4 \alpha \gamma x^2 + (\alpha^3 + 12 \gamma^2) x + \alpha^2 \gamma) t
+ (4 \alpha \gamma x + \alpha^3 + 9 \gamma^2)] \partial_x F(x, t)
\]

\[
= - \gamma^2 (2\gamma t^5 + \alpha t^4 - t^2) \partial_t F(x, t) + [\alpha \gamma t^3 - \gamma (4 \gamma x + \alpha^2) t^2 + (4 \alpha \gamma x + \alpha^3 + 9 \gamma^2) t] F(x, t). \quad (3.7)
\]

Thus, (3.6) and (3.7) form the system

\[
m_{11}(x) t^2 \partial_x F(x, t) + m_{12}(x) t \partial_x F(x, t) = n_1(x, t),
m_{21}(x) t^2 \partial_x F(x, t) + m_{22}(x) t \partial_x F(x, t) = n_2(x, t) \quad (3.8)
\]

where

\[
m_{11}(x) = 4 \alpha \gamma x + 9 \gamma^2 + \alpha^3, \quad m_{12}(x) = -4 \gamma x^2 - \alpha^2 x + 3 \alpha \gamma,
m_{21}(x) = 4 \gamma^2 x^2 + 5 \alpha^2 \gamma x + 6 \alpha \gamma^2 + \alpha^4, \quad m_{22}(x) = -4 \alpha \gamma x^2 - (\alpha^3 + 12 \gamma^2) x - \alpha^2 \gamma,
\]

and

\[
n_1(x, t) = -(3 \gamma x + \alpha^2) \partial_x F(x, t) + \gamma (2\gamma t^4 + \alpha t^3 - t) \partial_t F(x, t) + [- \alpha \gamma t^2 + (4 \gamma x + \alpha^2) t] F(x, t),
n_2(x, t) = -(4 \alpha \gamma x + \alpha^3 + 9 \gamma^2) \partial_x F(x, t) - \gamma^2 (2\gamma t^5 + \alpha t^4 - t^2) \partial_t F(x, t)
+ [\alpha \gamma t^3 - \gamma (4 \gamma x + \alpha^2) t^2 + (4 \alpha \gamma x + \alpha^3 + 9 \gamma^2) t] F(x, t).
\]

Let \( \Delta(x) \) be the determinant of the above system and \( \delta(x) \) the polynomial given by

\[
\delta(x) = 4 \gamma x^3 + \alpha^2 x^2 - 18 \alpha \gamma x - 4 \alpha^3 - 27 \gamma^2.
\]
We have $\Delta(x) = m_{11}(x)m_{22}(x) - m_{21}(x)m_{12}(x) = \gamma(4\alpha^2 + \alpha^2)\delta(x)$.

Hence, the system (3.8) allows us to express $t^2 \partial_x F(x,t)$ and $t \partial_x F(x,t)$, respectively, as

$$\Delta(x)t^2 \partial_x F(x,t) = \left[a_5(x)t^5 + a_4(x)t^4 + a_3(x)t^3 + a_2(x)t^2 + a_1(x)t\right] \partial_t F(x,t)$$

$$+ \left[b_3(x)t^3 + b_2(x)t^2 + b_1(x)t\right] F(x,t) - \alpha \gamma \delta(x) \partial_x F(x,t) \quad (3.9)$$

where

$$a_1(x) = 4\alpha \gamma^2 x^2 + \gamma(\alpha^3 + 12\gamma^2)x + \alpha^2 \gamma^2,$$
$$a_2(x) = 4\gamma^3 x^2 + \alpha^2 \gamma^2 x - 3\alpha \gamma^3,$$
$$a_3(x) = -4\alpha^2 \gamma^2 x^2 - \alpha \gamma(\alpha^3 + 12\gamma^2)x - \alpha^3 \gamma^2,$$
$$a_4(x) = -12\alpha \gamma^3 x^2 - 3\gamma^2(\alpha^3 + 8\gamma^2)x + \alpha^2 \gamma^3,$$
$$a_5(x) = -8\gamma^4 x^2 - 2\alpha^2 \gamma^3 x + 6\alpha \gamma^4,$$
$$b_1(x) = -12\gamma^3 x^2 - 19\alpha^2 \gamma^2 x - \alpha \gamma(4\alpha^3 + 27\gamma^2),$$
$$b_2(x) = -16\gamma^3 x^3 - 4\alpha^2 \gamma^2 x^2 + 24\alpha \gamma^3 x + 4\alpha^3 \gamma^2,$$
$$b_3(x) = 4\alpha \gamma^3 x^2 + \alpha^3 \gamma^2 x - 3\alpha^2 \gamma^3,$$

and

$$\Delta(x)t \partial_x F(x,t) = \left[c_5(x)t^5 + c_4(x)t^4 + c_3(x)t^3 + c_2(x)t^2 + c_1(x)t\right] \partial_t F(x,t)$$

$$+ \left[d_3(x)t^3 + d_2(x)t^2 + d_1(x)t\right] F(x,t) + 3\gamma^2 \delta(x) \partial_x F(x,t) \quad (3.10)$$

where

$$c_1(x) = 4\gamma^3 x^2 + 5\alpha^2 \gamma^2 x + \alpha \gamma(\alpha^3 + 6\gamma^2),$$
$$c_2(x) = 4\alpha \gamma^3 x + \gamma^2(\alpha^3 + 9\gamma^2),$$
$$c_3(x) = -4\alpha \gamma^3 x^2 - 5\alpha^3 \gamma^2 x - \alpha^2 \gamma(\alpha^3 + 6\gamma^2),$$
$$c_4(x) = -8\gamma^4 x^2 - 14\alpha^2 \gamma^3 x - 3\alpha \gamma^2(\alpha^3 + 7\gamma^2),$$
$$c_5(x) = -8\alpha \gamma^4 x - 2\gamma^3(\alpha^3 + 9\gamma^2),$$
$$d_1(x) = -16\gamma^3 x^3 - 8\alpha^2 \gamma^2 x^2 - \alpha \gamma(\alpha^3 - 48\gamma^2)x + 3\gamma^2(4\alpha^3 + 27\gamma^2),$$
$$d_2(x) = -12\alpha \gamma^3 x^2 - 3\gamma^2(\alpha^3 + 12\gamma^2)x - 3\alpha^2 \gamma^3,$$
$$d_3(x) = 4\alpha^2 \gamma^3 x + \alpha \gamma^2(\alpha^3 + 9\gamma^2).$$

Now, by multiplying the equality (3.10) by $t$, using (3.9) and (3.10) again, we obtain after some calculations

$$\phi(x) \partial_x F(x,t) = A(x,t) \partial_t F(x,t) + B(x,t) F(x,t) \quad (3.11)$$

where

$$\phi(x) = (4\alpha \gamma x + \alpha^3 + 9\gamma^2) \delta(x), \quad A(x,t) = \sum_{\nu=1}^{6} A_{\nu}(x)t^{\nu}, \quad B(x,t) = \sum_{\nu=1}^{4} B_{\nu}(x)t^{\nu},$$

$$\nu \leq 0$$
with

\[ A_1(x) = 16\alpha^2\gamma^2x^3 + 4\gamma(2\alpha^3 + 9\gamma^2)x^2 + \alpha^2(\alpha^3 + \gamma^2)x - 2\alpha\gamma(\alpha^3 + 9\gamma^2), \]
\[ A_2(x) = -16\alpha^2\gamma^2x^2 - 8\alpha\gamma(\alpha^3 + 6\gamma^2)x - (\alpha^3 + 3\gamma^2)(\alpha^3 + 9\gamma^2), \]
\[ A_3(x) = -16\alpha^2\gamma^2x^3 - 4\alpha\gamma(2\alpha^3 + 13\gamma^2)x^2 - (\alpha^6 + 9\gamma^2(\alpha^3 + 4\gamma^2))x \]
\[ + \alpha^2\gamma(\alpha^3 + 9\gamma^2), \]
\[ A_4(x) = -32\alpha^3\gamma^2x^3 - 72\gamma^4x^2 + 2\alpha^2\gamma(3\alpha^3 + 23\gamma^2)x + \alpha(\alpha^3 + 7\gamma^2)(\alpha^3 + 9\gamma^2), \]
\[ A_5(x) = 48\alpha^3\gamma^2x^2 + 12\alpha\gamma^2(2\alpha^3 + 11\gamma^2)x + 3\gamma(\alpha^3 + 2\gamma^2)(\alpha^3 + 9\gamma^2), \]
\[ A_6(x) = 32\alpha^4x^2 + 8\gamma^2(2\alpha^3 + 9\gamma^2)x + 2\alpha^3\gamma(\alpha^3 + 9\gamma^2), \tag{3.12} \]

and

\[ B_1(x) = -64\alpha^2\gamma^2x^2 - 4\alpha\gamma(8\alpha^3 + 63\gamma^2)x - (\alpha^3 + 9\gamma^2)(4\alpha^3 + 27\gamma^2), \]
\[ B_2(x) = 16\alpha^3\gamma^2x^2 + 4\alpha\gamma(2\alpha^3 - 15\gamma^2)x^2 + (\alpha^6 - \gamma^2(47\alpha^3 + 216\gamma^2))x \]
\[ - 8\alpha^2\gamma(\alpha^3 + 9\gamma^2), \]
\[ B_3(x) = 64\alpha\gamma^2x^2 + 16\gamma^2(2\alpha^3 + 9\gamma^2)x^2 + 4\alpha^2\gamma(\alpha^3 + 6\gamma^2)x - 3\alpha\gamma^2(\alpha^3 + 9\gamma^2), \]
\[ B_4(x) = -16\alpha^2\gamma^2x^2 - 4\alpha\gamma^2(2\alpha^3 + 9\gamma^2)x - \alpha^3\gamma(\alpha^3 + 9\gamma^2). \tag{3.13} \]

Hence, on substituting the series expansion for \( F(x, t) \) into (3.11), we find the relation (3.1).

In the particular case when \( \alpha = 0 \), the differential-recurrence relation (3.1) becomes

\[ \left( x^3 - \frac{27}{4} \gamma \right) P'_n(x) = (n + 1)x^2P_{n+1}(x) - \frac{3}{4}\gamma(n + 9)P_n(x) \]
\[ - \gamma(n + 5)xP_{n-1}(x) - 2\gamma(n - 4)x^2P_{n-2}(x) \]
\[ + \frac{3}{2}\gamma^2(n - 3)xP_{n-3}(x) + 2\gamma^2(n - 4)xP_{n-4}(x), \quad n \geq 0. \]

Using the recurrence relation (2.30), the above equation becomes

\[ \left( x^3 - \frac{27}{4} \gamma \right) P'_{n+1}(x) = (n + 1)P_{n+3}(x) - \frac{7}{4}\gamma(n + 1)P_n(x) \]
\[ - \frac{1}{2}\gamma^2(n + 1)P_{n-3}(x), \quad n \geq 3, \]

with the initial conditions \( P'_0(x) = P_0(x) = 1, \ P'_1(x) = 2P_1(x) = 2x, \ P'_2(x) = 3P_2(x) = 3x^2 \). Note that, by differentiating this equation, we obtain the relation (3.10) given in Part I.

**Proposition 3.2.** Let \( \{P_n\}_{n \geq 0} \) be a 2-symmetric sequence of 2-orthogonal polynomials. If \( \{P_n\}_{n \geq 0} \) is 2-classical, then each polynomial \( P_n \) satisfies a third-order differential equation of the form

\[ (a_nx^3 - b_n)P'''_n(x) + c_nx^2P''_n(x) + d_nxP'_n(x) - e_nP_n(x) = 0, \quad n \geq 0, \tag{3.14} \]
where
\[ a_n = (\vartheta_n - 1)(\vartheta_{n+1} - 1), \quad n \geq 1 \quad (a_0 = 0), \]
\[ b_n = \frac{\gamma_{n+3}^0}{(n + 3)(n + 4)} [(n + 3)\vartheta_n - (n + 2)] \]
\[ \times [(n + 4)\vartheta_{n+1} - (n + 3)][(n + 5)\vartheta_{n+2} - (n + 4)], \quad n \geq 1 \quad (b_0 = 0), \]
\[ c_n = \vartheta_n\vartheta_{n+1} - 1 - (n - 3)(\vartheta_n - 1)(\vartheta_{n+1} - 1), \quad n \geq 1 \quad (c_0 = 0), \]
\[ d_n = n\vartheta_{n+1} - (n - 1)\vartheta_n(2\vartheta_{n+1} - 1), \quad n \geq 1 \quad (d_0 = 0), \]
\[ e_n = n\vartheta_{n+1}, \quad n \geq 0, \]
with \( \vartheta_n = (n + 2)\gamma_n^0(n\gamma_{n+1}^0)^{-1}, n \geq 1. \)

**Proof.** From the hypothesis, the sequence \( \{P_n\}_{n \geq 0} \) satisfies the recurrence
\[ P_{n+3}(x) = xP_{n+2}(x) - \gamma_{n+1}^0P_n(x), \quad n \geq 0, \]
\[ P_0(x) = 1, \quad P_1(x) = x, \quad P_2(x) = x^2, \quad (3.15) \]
and the sequence \( \{Q_n\}_{n \geq 0} \), defined by \( Q_n(x) = P_{n+1}(x)/(n + 1) \), also satisfies
\[ Q_{n+3}(x) = xQ_{n+2}(x) - \gamma_{n+1}^0Q_n(x), \quad n \geq 0, \]
\[ Q_0(x) = 1, \quad Q_1(x) = x, \quad Q_2(x) = x^2 \quad (3.16) \]
where \( \gamma_n^0 = \frac{n}{n + 2}\gamma_{n+1}^0\vartheta_n, n \geq 1. \)

First, by differentiating (3.15) and using (3.16), we obtain, after changing \( n \) to \( n + 1 \)
\[ P_{n+1}(x) = Q_{n+1}(x) - k_{n+1}Q_n(x), \quad n \geq 0, \]
\[ P_0(x) = Q_0(x) = 1, \quad P_1(x) = Q_1(x) = x, \quad P_2(x) = Q_2(x) = x^2 \quad (3.17) \]
where \( k_n = (n + 2)\gamma_n^0 - n\gamma_{n+1}^0 = n\gamma_{n+1}^0(\vartheta_n - 1), n \geq 1. \)

By differentiating (3.17), we get
\[ (n + 3)Q_{n+2}(x) = Q_{n+3}(x) - k_{n+1}Q_n(x), \quad n \geq 0. \]

From this and using the derivative of (3.16), we obtain
\[ (n + 2)Q_{n+2}(x) = xQ_{n+2}(x) - l_{n+1}Q_n(x), \quad n \geq 0, \quad (3.18) \]
where \( l_n = k_n + \gamma_n^0 = \frac{n}{n + 2}\gamma_{n+1}^0((n + 3)\vartheta_n - (n + 2)), n \geq 1. \)

Next, differentiating (3.18), we get
\[ (n + 1)Q_{n+2}(x) = xQ_{n+2}(x) - l_{n+1}Q_n(x), \quad n \geq 0. \quad (3.19) \]
Further, from (3.1), (3.15), and (3.16), after changing \( n \) to \( n + 1 \), we obtain
\[ xQ_{n+3}(x) - l_{n+2}Q_{n+1}(x) = xP_{n+3}(x) - \gamma_{n+2}^0P_{n+1}, \quad n \geq 0. \quad (3.20) \]
Multiplying (3.16) by \( x \) and using (3.20), we have
\[ \gamma_{n+2}^0P_{n+1}(x) = l_{n+2}Q_{n+1}(x) - k_{n+1}xQ_n(x), \quad n \geq 0, \quad (3.21) \]
and by changing \( n \) to \( n + 1 \), we get
\[ \gamma_{n+2}^0P_{n+2}(x) = l_{n+3}Q_{n+2}(x) - k_{n+2}xQ_{n+1}(x), \quad n \geq 0. \quad (3.22) \]

Now, differentiating the above, we obtain
\[ l_{n+3}Q_{n+2}(x) = [(n + 2)\gamma_{n+3}^0 + k_{n+2}]Q_{n+1}(x) + k_{n+2}xQ'_{n+1}(x), \quad n \geq 0. \quad (3.23) \]
Multiply (3.23) by \( l_{n+2} \), use (3.21) and its derivative to get

\[
\frac{l_{n+2} l_{n+3}}{(n + 2) \gamma^0_{n+2} \gamma^0_{n+3}} Q'_{n+2}(x) = \vartheta_{n+2} P_{n+1}(x) + (2 \vartheta_{n+1} \vartheta_{n+2} - \vartheta_{n+1} - \vartheta_{n+2}) x P'_{n+1}(x) + (\vartheta_{n+1} - 1)(\vartheta_{n+2} - 1) x^2 P''_{n+1}(x), \quad n \geq 0. \tag{3.24}
\]

We let

\[
\alpha_n = \frac{l_{n+1} l_{n+2}}{(n + 1) \gamma^0_{n+1} \gamma^0_{n+2}}, \quad n \geq 0,
\]

\[
\delta_n = 2 \vartheta_n \vartheta_{n+1} - \vartheta_n - \vartheta_{n+1}, \quad n \geq 1 \quad (\delta_0 = 0),
\]

\[
\zeta_n = (\vartheta_n - 1)(\vartheta_{n+1} - 1), \quad n \geq 1 \quad (\zeta_0 = 0).
\]

Then, the relation (3.24) can be written as

\[
\alpha_{n+1} Q'_{n+2}(x) = \zeta_{n+1} x^2 P''_{n+1}(x) + \delta_{n+1} x P'_{n+1}(x) + \vartheta_{n+2} P_{n+1}(x), \quad n \geq 0, \tag{3.25}
\]

which gives upon differentiation

\[
\alpha_{n+1} Q''_{n+2}(x) = \zeta_{n+1} x^2 P'''_{n+1}(x) + (\delta_{n+1} + 2 \zeta_{n+1}) x P''_{n+1}(x) + (\delta_{n+1} + \vartheta_{n+2}) P'_{n+1}(x), \quad n \geq 0. \tag{3.26}
\]

Now, from (3.19) and using the relations (3.25) and (3.26), we easily obtain

\[
(\zeta_{n+1} x^3 - (n + 1)^{-1} l_{n+1} a_{n+1}) P'''_{n+1}(x) + (\delta_{n+1} - (n - 1) \zeta_{n+1}) x^2 P''_{n+1}(x) + (\vartheta_{n+2} - n \delta_{n+1}) x P'_{n+1}(x) = 0, \quad n \geq 0.
\]

After some simplifications and by changing \( n \) to \( n - 1 \), the third-order differential equation (3.14) follows immediately. \( \square \)

**APPLICATION.** The above result for the Tchebychev 2-orthogonal polynomials \( \{P_n\}_{n \geq 0} \) defined by the recurrence (2.30) is adapted to our situation. We obtain the third-order differential equation satisfied by each polynomial \( P_n, n = 0, 1, \ldots, \)

\[
4(x^3 - 1) P'''_{n}(x) + 18 x^2 P''_{n}(x) - (3n^2 + 3n - 10) x P'_{n}(x) - n^2(n + 3) P_n(x) = 0, \quad n \geq 0. \tag{3.27}
\]

Indeed, in this case, we have \( \gamma^0_{n+1} = \gamma = 4/27, \quad n \geq 1, \quad \gamma^1_{0} = 3 \gamma, \quad \gamma^0_{n+1} = \gamma, \quad n \geq 0, \) and \( \vartheta_n = (n + 2)/n, \quad n \geq 1; \) thus the coefficients \( a_n, b_n, c_n, d_n, \) and \( e_n \) are given by

\[
a_n = \frac{4}{n(n + 1)}, \quad n \geq 1 \quad (a_0 = 0),
\]

\[
b_n = \frac{27 \gamma}{n(n + 1)}, \quad n \geq 1 \quad (b_0 = 0),
\]

\[
c_n = \frac{18}{n(n + 1)}, \quad n \geq 1 \quad (c_0 = 0),
\]

\[
d_n = \frac{3n^2 + 3n - 10}{n(n + 1)}, \quad n \geq 1 \quad (d_0 = 0),
\]

\[
e_n = \frac{n(n + 3)}{n + 1}, \quad n \geq 0.
\]
4. The integral representations

As in Part I, we are concerned in this section with the problem of the integral representation of each of the linear functionals \( u_0, u_1 \) where \( \mathcal{U}(u_0, u_1) \) is the 2-dimensional functional with respect to which the 2-symmetric sequence \( \{P_n\}_{n \geq 0} \) defined by (2.30) is 2-orthogonal.

The main result here is

**Theorem 4.1.** The two linear functionals, \( u_0 \) and \( u_1 \) associated with the 2-classical sequence \( \{P_n\}_{n \geq 0} \) defined by (2.30), have the integral representations

\[
\langle u_0, f \rangle = \int_{-\infty}^{+\infty} U_0(x)f(x)dx, \quad f \in \mathcal{P},
\]

\[
\langle u_1, f \rangle = \int_{-\infty}^{+\infty} U_1(x)f(x)dx - \zeta \langle \delta, f \rangle, \quad f \in \mathcal{P},
\]

respectively, where the weight functions \( U_0 \) and \( U_1 \) are given by

\[
U_0(x) = \frac{3\sqrt{3}}{4\pi} Y(x(1 - x))(1 - x^3)^{-1/2}
\left[
(1 - \sqrt{1 - x^3})^{1/3} + (1 + \sqrt{1 - x^3})^{1/3}
\right]
+ 3e^{-x}Y(x)\left[\lambda_1 \sqrt{x} \cos(\sqrt{3}x) + \lambda_2 x^2 \sin(\sqrt{3}x)\right],
\]

\[
U_1(x) = \frac{9\sqrt{3}}{8\pi} Y(x(1 - x)) \left\{ 2x^2(1 - x^3)^{-1/2} \left[ (1 - \sqrt{1 - x^3})^{1/3} + (1 + \sqrt{1 - x^3})^{1/3} \right]
- \left[ (1 - \sqrt{1 - x^3})^{2/3} - (1 + \sqrt{1 - x^3})^{2/3} \right]\right\}
+ 9Y(x)e^{-x} \left\{ \lambda_1 x^{-1/2} \left[ x^4 - \frac{3}{2} x^3 - x + \frac{1}{2} \right] - \lambda_2 \sqrt{3} x^2 (x^3 - 1) \cos(\sqrt{3}x) + \left[ - \sqrt{3} \lambda_1 x^{1/2} (x^3 - 1) + \lambda_2 x (x^4 - 3x^3 - x + 2) \right] \sin(\sqrt{3}x) \right\}
\]

where \( Y(x) = \begin{cases} 0 & \text{if } x \leq 0, \\ 1 & \text{if } x > 0, \end{cases} \) and \( \lambda_1, \lambda_2, \) and \( \zeta \) are constants which we determine below.

In this section, we apply the method similar to that used in Section 4 of [6].

According to [4, 5], the 2-dimensional functional \( \mathcal{U} \) is characterized by the fact that it satisfies a vector distributional equation of the form

\[
\Psi \mathcal{U} + D(\Phi \mathcal{U}) = 0
\]

where the 2×2 matrices \( \Psi, \Phi \) are defined by (see [4, Section 6] for the explicit formulas)

\[
\Psi(x) = \begin{pmatrix} \frac{2}{3\gamma} & 1 \\ \frac{4\alpha}{3\gamma} & 0 \end{pmatrix}, \quad \Phi(x) = \begin{pmatrix} \phi_0^0(x) & \phi_1^0(x) \\ \phi_0^1(x) & \phi_1^1(x) \end{pmatrix},
\]

with

\[
\phi_0^0(x) = \frac{\alpha}{3\gamma} x + 3, \quad \phi_0^1(x) = -2x - \frac{\alpha}{3\gamma},
\]

\[
\phi_0^1(x) = -\frac{2}{3\gamma} x^2 - \frac{\alpha^2}{3\gamma^2} x - \frac{\alpha}{\gamma}, \quad \phi_1^1(x) = -\frac{7\alpha}{3\gamma} x + \frac{2\alpha^3}{3\gamma^2} + 3.
\]
In the rest of this section, we put $\alpha = 0$ and $\gamma = 4/27$. Hence $\{P_n\}_{n \geq 0}$ is reducible to 2-symmetric 2-OPS, and the above distributional system satisfied by $\mathcal{U}$ becomes

$$D \left[ \begin{pmatrix} 0 & 1 & 0 \\ \frac{9}{2}x & 0 \end{pmatrix} \begin{pmatrix} u_0 \\ u_1 \end{pmatrix} \right] + \begin{pmatrix} \frac{3}{2}x^2 & -2x \\ -3 \end{pmatrix} \begin{pmatrix} u_0 \\ u_1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

which gives

$$3u_0' - 2xu_1' - u_1 = 0,$$

$$3x^2u_0' - 2u_1 + 3xu_0 = 0.$$  \hspace{1cm} (4.5)

From this, the linear functionals $u_0$ and $u_1$ satisfy the second-order differential equations

$$(x^3 - 1)u_0'' + \frac{9}{2}x^2u_0' + \frac{5}{2}xu_0 = 0,$$  \hspace{1cm} (4.6)

$$x(x^3 - 1)u_1'' + \left(\frac{7}{2}x^3 + 1\right)u_1' + x^2u_1 = 0,$$  \hspace{1cm} (4.7)

respectively, with

$$u_1 = -3(x^3 - 1)u_0' - 3x^2u_0.$$  \hspace{1cm} (4.8)

As in Part I, in order to find integral representations of the functionals $u_0$ and $u_1$, we also will make use of the operator $\sigma_3$ and proceed as follows.

(a) We start by determining the weight function $V$ representing the functional $u_0^{[1]} = \sigma_3(u_0)$, that is,

$$\langle \sigma_3(u_0), f \rangle = \int_C V(x)f(x)dx, \quad f \in \mathcal{P}.$$  

We show that the function $V$ satisfies a Gaussian hypergeometric equation.

(b) We first give an integral representation of the functional $u_0^{[2]} = \sigma_3(ux_1)$. We obtain, by means of (4.8), a weight function in terms of $V$ and $V'$. Next, by determining the other functionals $u_j^{[2]}$ in terms of $u_0^{[1]}$ and $u_0^{[2]}$, we easily obtain their integral representations.

(c) Finally, we return to the functionals $u_0, u_1$ and give the proof of Theorem 4.1.

**4.1. The determination of the weight function $V$.** From the equation (4.6), we can write

$$D \left[ D(x^3 - 1)u_0 - \frac{3}{2}x^2u_0 \right] - \frac{1}{2}xu_0 = 0.$$  \hspace{1cm} (4.9)

Left-multiplying the last equation by $x^2$, it follows that

$$D \left[ D(x^2(x^3 - 1)u_0) - \left(\frac{11}{2}x^4 - 4x\right)u_0 \right] + \left(\frac{9}{2}x^3 - 2\right)u_0 = 0.$$  \hspace{1cm} (4.10)

From this, by applying $\sigma_3$ and using the properties (1.16)–(1.18), we obtain that

$$D \left[ D(x^2(x - 1)\sigma_3(u_0)) - \left(\frac{5}{2}x^2 - 2x\right)\sigma_3(u_0) \right] + \left(\frac{1}{2}x - \frac{2}{9}\right)\sigma_3(u_0) = 0.$$  \hspace{1cm} (4.11)

Now, to determine an integral representation of the functional $u_0^{[1]} = \sigma_3(u_0)$, consider

$$\langle u_0^{[1]}, f \rangle = \int_C V(x)f(x)dx, \quad f \in \mathcal{P}.$$
The problem is to find the weight function \( V \) such that the following two conditions on \( V \) hold (see conditions (4.5), (4.6), Part I):

\[
\left[ x^2(x - 1)V(x)f(x) - \left\{ x^2(x - 1)V(x) \right\}' - \left\{ \left( \frac{5}{2} x^2 - 2x \right)V(x) \right\} f(x) \right]_C = 0, \quad f \in \mathcal{P}, \tag{4.12}
\]

\[
x^2(x - 1)V''(x) + x\left( \frac{7}{2}x - 2 \right)V'(x) + \left( \frac{3}{2} x - \frac{2}{9} \right)V(x) = \lambda g(x) \tag{4.13}
\]

where \( \lambda \) is an arbitrary constant and \( g \) is a function representing the null form, i.e.,

\[
\int_C g(x)x^n dx = 0, \quad n \geq 0.
\]

In the sequel, we let \( \lambda = 0 \); then (4.13) becomes

\[
x^2(x - 1)V''(x) + x\left( \frac{7}{2}x - 2 \right)V'(x) + \left( \frac{3}{2} x - \frac{2}{9} \right)V(x) = 0. \tag{4.14}
\]

For solving this equation, we first let \( V(x) = x^\mu Z(x) \). Hence, by substituting in (4.14), we obtain

\[
x^2(x - 1)Z''(x) + x\left[ \left( \frac{7}{2}x - 2 \right)Z'(x) \right]
+ \left[ \left( \mu - 1 \right) + \frac{3}{2} \right] x
+ \left( \mu + \frac{1}{2} \right) \left( \mu + \frac{2}{3} \right) \right] Z(x) = 0. \tag{4.15}
\]

For \( \mu = -1/3 \), the above becomes

\[
x(1 - x)Z''(x) + \left( \frac{4}{3} - \frac{17}{6} \right)Z'(x) - \frac{7}{9}Z(x) = 0,
\]

which is a hypergeometric equation with general solution given by (see, e.g., [10])

\[
Z(x) = C_1 Z_1(x) + C_2 Z_2(x)
\]

where

\[
Z_1(x) = \frac{x}{2} F_1 \left( \frac{2}{3}; \frac{7}{6}; \frac{4}{3}, x \right) = 2^{1/3} (1 - x)^{-1/2} (1 + \sqrt{1 - x})^{-1/3},
\]

\[
Z_2(x) = x^{-1/3} F_1 \left( \frac{1}{3}; \frac{5}{6}; \frac{2}{3}, x \right) = 2^{-1/3} x^{-1/3} (1 - x)^{-1/2} (1 + \sqrt{1 - x})^{1/3},
\]

and \( C_1, C_2 \) are two constants which will be determined below.

Then the general solution of the equation (4.14) may be written as

\[
V(x) = C_1 \frac{2^{1/3} x^{-1/3}}{\sqrt{1 - x}} (1 + \sqrt{1 - x})^{-1/3} + C_2 \frac{2^{-1/3} x^{-2/3}}{\sqrt{1 - x}} (1 + \sqrt{1 - x})^{1/3}. \tag{4.16}
\]

The two constants \( C_1 \) and \( C_2 \), of course, depend on the choice of the path \( C \) and the normalization condition

\[
\langle u_0^{[1]} , 1 \rangle = \int_C V(x) dx = 1.
\]

Choose \( C = ]0, 1[ \), so that the condition (4.12) holds if and only if

\[
C_1 - 2^{-2/3} C_2 = 0. \tag{4.17}
\]
Indeed, by differentiating (4.16), we obtain
\[
\frac{dV}{dx} = -\frac{2^{1/3}}{3} C_1 x^{-4/3} (1 - x)^{-1/2} (1 + \sqrt{1 - x})^{-1/3} \\
- \frac{2^{2/3}}{3} C_2 x^{-5/3} (1 - x)^{-1/2} (1 + \sqrt{1 - x})^{1/3} \\
+ 2^{-2/3} C_1 x^{-1/3} (1 - x)^{-3/2} (1 + \sqrt{1 - x})^{-1/3} \\
+ 2^{-4/3} C_2 x^{-2/3} (1 - x)^{-3/2} (1 + \sqrt{1 - x})^{1/3} \\
+ \frac{2^{-2/3}}{3} C_1 x^{-1/3} (1 - x)^{-1} (1 + \sqrt{1 - x})^{-4/3} \\
- \frac{2^{-4/3}}{3} C_2 x^{-2/3} (1 - x)^{-1} (1 + \sqrt{1 - x})^{-2/3}.
\]

Now, it is easy to verify that
\[
x^2 (x - 1) V(x) \to 0 \quad \text{when } x \to 1^- \text{ and } x \to 0^+,
\]
\[
\frac{1}{2} x^2 V(x) - x^2 (x - 1) V'(x) \to 0 \quad \text{when } x \to 0^+,
\]
and
\[
\frac{1}{2} x^2 V(x) - x^2 (x - 1) V'(x) \to \frac{1}{3} \left\{-2^{-2/3} C_1 + 2^{-4/3} C_2 \right\} \quad \text{when } x \to 1^-.
\]

Then the condition (4.12) holds if and only if (4.17) holds.

Consequently (4.16) becomes
\[
V(x) = 2^{1/3} C_1 (1 - x)^{-1/2} \left(x^{-1/3} (1 + \sqrt{1 - x})^{-1/3} + x^{-2/3} (1 + \sqrt{1 - x})^{1/3}\right) \\
= 2^{1/3} C_1 x^{-2/3} (1 - x)^{-1/2} \left\{(1 - \sqrt{1 - x})^{1/3} + (1 + \sqrt{1 - x})^{1/3}\right\}, \quad 0 < x < 1.
\]

(4.18)

Now, we determine the constant $C_1$ by using the normalization condition $\int_0^1 V(x) dx = 1$.

Indeed, from (4.18) we have
\[
2^{1/3} C_1 \left\{ \int_0^1 \frac{x^{-2/3}}{\sqrt{1 - x}} (1 - \sqrt{1 - x})^{1/3} dx + \int_0^1 \frac{x^{-2/3}}{\sqrt{1 - x}} (1 + \sqrt{1 - x})^{1/3} dx \right\} = 1
\]
or
\[
2^{1/3} C_1 \left\{ J_1 + J_2 \right\} = 1
\]

where
\[
J_1 = \int_0^1 \frac{x^{-2/3}}{\sqrt{1 - x}} (1 - \sqrt{1 - x})^{1/3} dx \quad \text{and} \quad J_2 = \int_0^1 \frac{x^{-2/3}}{\sqrt{1 - x}} (1 + \sqrt{1 - x})^{1/3} dx.
\]

Using the transformation $t = \sqrt{1 - x}$, the two integrals $J_1$ and $J_2$ can be written as
\[
J_1 = 2 \int_0^1 (1 + t)^{-2/3} (1 - t)^{-1/3} dt
\]
and
\[
J_2 = 2 \int_0^1 (1 + t)^{-1/3} (1 - t)^{-2/3} dt = 2 \int_{-1}^0 (1 + t)^{-2/3} (1 - t)^{-1/3} dt.
\]
Then
\[ J_1 + J_2 = 2 \int_{-1}^{1} (1 + t)^{-2/3}(1 - t)^{-1/3} dt = \frac{4\pi}{\sqrt{3}}. \]

It follows that \( C_1 = \frac{2^{-1/3} \sqrt{3}}{4\pi} \). By substituting this in (4.18), we obtain
\[ V(x) = \frac{\sqrt{3}}{4\pi} x^{-2/3}(1 - x)^{-1/2} \left\{ (1 - \sqrt{1 - x})^{1/3} + (1 + \sqrt{1 - x})^{1/3} \right\}, \quad 0 < x < 1. \]

(4.19)

It is clear that \( V > 0 \) on \([0, 1] \), and then the linear functional \( u_0^{[1]} \) is positive definite.

4.2. The representations of the functionals \( u_0^{[i]}, i = 2, 3, \) and \( u_1^{[i]}, i = 1, 2, 3 \).

We now are looking for an integral representation of each of the linear functionals \( u_0^{[i]}, i = 2, 3 \) and \( u_1^{[i]}, i = 1, 2, 3 \), where \( U^{[1]} = \gamma(u_0^{[1]}, u_1^{[1]}), U^{[2]} = \gamma(u_0^{[2]}, u_1^{[2]}), \) and \( U^{[3]} = \gamma(u_0^{[3]}, u_1^{[3]}) \) are the 2-dimensional functionals with respect to which the components \( \{P_n^{[1]}\}_{n \geq 0}, \{P_n^{[2]}\}_{n \geq 0}, \) and \( \{P_n^{[3]}\}_{n \geq 0} \), are 2-orthogonal, respectively.

From (2.18), when \( d = 2 \), we have
\[ u_j^{[i]} = \sigma_3(x^{-1}u_{3j+i-1}), \quad j = 0, 1, \quad i = 1, 2, 3. \]

This leads to
\[
\begin{pmatrix}
  u_0^{[1]} \\
  u_1^{[1]}
\end{pmatrix}
= \begin{pmatrix}
  \sigma_3(u_0) \\
  \sigma_3(u_3)
\end{pmatrix}, \quad
\begin{pmatrix}
  u_0^{[2]} \\
  u_1^{[2]}
\end{pmatrix}
= \begin{pmatrix}
  \sigma_3(xu_1) \\
  \sigma_3(xu_4)
\end{pmatrix}, \quad \text{and} \quad
\begin{pmatrix}
  u_0^{[3]} \\
  u_1^{[3]}
\end{pmatrix}
= \begin{pmatrix}
  \sigma_3(x^2u_2) \\
  \sigma_3(x^2u_5)
\end{pmatrix}.
\]

The representation of the linear functional \( u_0^{[1]} \) is given in the above subsection. To find an integral representation of each of the functionals \( u_j^{[i]} \), we proceed as follows.

- We give explicit expressions of the functionals \( u_j^{[i]} \) in terms of \( u_0^{[1]} \) and \( u_0^{[2]} \).

- We determine a weight function representing the linear functional \( u_0^{[2]} \) in terms of \( V \) and \( V' \).

- With the aid of the representations of \( u_0^{[1]} \) and \( u_0^{[2]} \), we obtain the integral representations of the other functionals.

Indeed, by virtue of the relation (1.8), we have, for \( d = 2 \),
\[ xu_n = u_{n-1} + \beta_n u_n + \gamma_{n+1} u_{n+1} + \gamma_{n+2} u_{n+2}, \quad n \geq 0, \quad (u_{-1} = 0). \]

In this case, \( \beta_n = 0, \quad \gamma_{n+1} = \alpha = 0, \quad n \geq 0, \) and \( \gamma_{n+1} = \gamma = 3\gamma, \quad \gamma_{n+2} = \gamma (= 4/27), \quad n \geq 1. \)

Whence, the above becomes
\[ \gamma u_{n+2} = xu_n - u_{n-1}, \quad n \geq 1, \quad 3\gamma u_2 = xu_0. \]

From this, we can successively express \( u_n \), for any integer \( n \geq 3 \), in terms of \( u_0 \) and \( u_1 \):

- for \( n = 0 \): \( u_2 = 3^{-1}\gamma^{-1} xu_0 \),
- for \( n = 1 \): \( u_3 = \gamma^{-1}(xu_1 - u_0) \),
- for \( n = 2 \): \( u_4 = \gamma^{-1}(xu_2 - u_1) = -3^{-1}\gamma^{-2}(3\gamma u_1 - 2^2 u_0) \),
- for \( n = 3 \): \( u_5 = \gamma^{-1}(xu_3 - u_2) = 3^{-1}\gamma^{-2}(3x^2 u_1 - 4xu_0) \).
Therefore, by applying the operator \( \sigma_3 \) and taking into account of (4.8), we obtain, respectively,

\[
\begin{align*}
    u_0^{[3]} &= \sigma_3(x^2 u_2) = 3^{-1} \gamma^{-1} x u_0^{[1]}, \\
    u_1^{[1]} &= \sigma_3(u_3) = \gamma^{-1} \{ u_0^{[2]} - u_0^{[1]} \}, \\
    u_1^{[2]} &= \sigma_3(x u_4) = -3^{-1} \gamma^{-2} \{ 3 \gamma u_0^{[2]} - x u_0^{[1]} \}, \\
    u_1^{[3]} &= \sigma_3(x^2 u_5) = 3^{-1} \gamma^{-2} \{ 3 x u_0^{[2]} - 4 x u_0^{[1]} \}.
\end{align*}
\]

First, according to the relation (4.8), we easily obtain

\[
u_0^{[2]} = \sigma_3(x u_1) = -9(x(x - 1) u_0^{[1]})' + 3(3x - 1) u_0^{[1]}.
\]

To determine the integral representation of the functional \( u_0^{[2]} \), we first need

\[
\langle (x(x - 1) u_0^{[1]})', f(x) \rangle = -\langle (x - 1) u_0^{[1]}, f' \rangle = - \int_0^1 x(x - 1) V(x) f'(x) dx.
\]

Integration by parts gives

\[
\langle (x(x - 1) u_0^{[1]})', f(x) \rangle = \left[ x(1 - x) V(x) f(x) \right]_0^1 + \int_0^1 (x(x - 1) V(x))' f(x) dx.
\]

Since \( [x(1 - x) V(x) f(x)]_0^1 = 0 \), we get

\[
\langle (x(x - 1) u_0^{[1]})', f(x) \rangle = \int_0^1 (x(x - 1) V(x))' f(x) dx.
\]

Now, from (4.24), we have

\[
\langle u_0^{[2]}, f \rangle = -9 \langle (x(x - 1) u_0^{[1]})', f \rangle + 3 \langle (3x - 1) u_0^{[1]}, f \rangle
\]

\[
= -9 \int_0^1 (x(x - 1) V(x))' f(x) dx + 3 \int_0^1 (3x - 1) V(x) f(x) dx
\]

\[
= \int_0^1 U_0^{[2]}(x) f(x) dx, \quad f \in \mathcal{P},
\]

where

\[
U_0^{[2]}(x) = -3(3x - 2) V(x) - 9x(x - 1) V'(x).
\]  

Or, differentiating (4.19) and substituting into the last equation, we obtain

\[
U_0^{[2]}(x) = \frac{3}{2} \left\{ x + x^{1/3} \sqrt{1 - x} \left[ (1 + \sqrt{1 - x})^{1/3} - (1 - \sqrt{1 - x})^{1/3} \right] \right\} V(x).
\]

Thus, it is simple to see that \( U_0^{[2]}(x) > 0 \) for \( x \in ]0, 1[ \). Then the linear functional \( u_0^{[2]} \) is positive definite.

Finally, by means of (4.20)–(4.23) and using (4.25), one easily finds from (4.21)

\[
U_0^{[1]}(x) = -2^{-6} 3^2 \left\{ (9x - 5) V(x) + 9x(x - 1) V'(x) \right\}.
\]

Remember that \( U_0^{[1]} = V \), hence we obtain the pair of the weight functions \( U_0^{[1]} \) and \( U_1^{[1]} \) representing, respectively, the two functionals \( u_0^{[1]} \) and \( u_1^{[1]} \).

From (4.22), we obtain

\[
U_1^{[2]}(x) = 2^{-4} 3^4 \left\{ (15x - 8) V(x) + 12x(x - 1) V'(x) \right\}.
\]
This equation with (4.25) gives the pair of weight functions for the two functionals \( u_1^{[2]} \) and \( u_0^{[2]} \), respectively.

From (4.20) and (4.23), we obtain
\[
\begin{align*}
U_0^{[3]}(x) &= 2^{-2}3^2xV(x), \\
U_1^{[3]}(x) &= -2^{-4}3^5\{x(27x - 14)V(x) + 27x^2(x - 1)V'(x)\}.
\end{align*}
\]
Since \( V(x) > 0 \) for \( x \in [0,1] \), then \( U_0^{[3]}(x) > 0 \), so that the linear functional \( u_0^{[3]} \) is also positive definite.

Again, as in Part I, we observe that the three linear functionals \( u_0^{[1]} \), \( u_0^{[2]} \), and \( u_0^{[3]} \) are also positive definite. According to this result and those found in [6,7], we can formulate the following conjecture in the case of a 2-symmetric "classical" sequence:

If the linear functional \( u_0^{[1]} \) is positive definite, then the linear functionals \( u_0^{[2]} \) and \( u_0^{[3]} \) are also positive definite.

4.3. The integral representation of \( u_0 \) and \( u_1 \). Proof of Theorem 4.1. Finally, we return to the initial problem for determining an integral representation of the functional \( u_0 \), and, by virtue of (4.8), we deduce an integral representation of the functional \( u_1 \). First consider
\[
\langle u_0, f \rangle = \int_{-\infty}^{\infty} U_0(x)f(x)dx, \quad f \in \mathcal{P}.
\]
We have
\[
\langle \sigma_3(u_0), f \rangle = \int_{-\infty}^{\infty} Y(x(1-x))V(x)f(x)dx, \quad f \in \mathcal{P}.
\]
In particular, since \( \langle u_0, \sigma_3 f \rangle = \langle \sigma_3(u_0), f \rangle \), we have
\[
\int_{-\infty}^{\infty} U_0(x)f(x^3)dx = \int_{-\infty}^{\infty} Y(x(1-x))V(x)f(x)dx, \quad f \in \mathcal{P},
\]
which also can be written
\[
\int_{-\infty}^{\infty} \left\{ Y(x(1-x))V(x) - \frac{1}{3}U_0(x^{1/3})x^{-2/3} \right\}f(x)dx = 0, \quad f \in \mathcal{P}.
\]
Hence \( Y(x(1-x))V(x) - U_0(x^{1/3})/3x^{2/3} \) is a function representing the null functional. Then
\[
Y(x(1-x))V(x) - \frac{1}{3}x^{-2/3}U_0(x^{1/3}) = \lambda_1g_1(x) + \lambda_2g_2(x)
\]
where \( g_1 \) and \( g_2 \) are two functions which represent the null functional, that is,
\[
\int_{-\infty}^{\infty} x^n g_1(x)dx = 0 \quad \text{and} \quad \int_{-\infty}^{\infty} x^n g_2(x)dx = 0, \quad n \geq 0.
\]
For example, we can take the two functions \( g_1 \) and \( g_2 \) as follows:
\[
g_1(x) = Y(x)x^{-1/2}e^{-x^{1/3}} \cos (\sqrt{3}x^{1/3}) \quad \text{and} \quad g_2(x) = Y(x)e^{-x^{1/3}} \sin (\sqrt{3}x^{1/3}).
\]
Now, by changing \( x \) to \( x^3 \) in (4.26), we find
\[
U_0(x) = 3x^2 \left\{ Y(x(1-x))V(x^3) - \lambda_1g_1(x^3) - \lambda_2g_2(x^3) \right\}.
\]
Because the functional \( u_0 \) is 2-symmetric, we necessarily have \((u_0)_0 = 1, (u_0)_1 = (u_0)_2 = 0, \) i.e.,
\[
(u_0)_\nu = \int_{-\infty}^{\infty} x^\nu U_0(x) \, dx = \begin{cases} 1, & \nu = 0, \\ 0, & \nu = 1, 2. \end{cases}
\]
The first condition is fulfilled for any values of the constants \( \lambda_1, \lambda_2 \). The other two conditions, obtained for \( \nu = 1 \) and \( \nu = 2 \), allow us to determine the constants \( \lambda_1, \lambda_2 \), from the system
\[
\begin{align*}
\lambda_1 I_{11} + \lambda_2 I_{12} &= -K_1, \\
\lambda_1 I_{21} + \lambda_2 I_{22} &= -K_2
\end{align*}
\]
where
\[
I_{\nu\mu} = \int_0^1 x^{\nu+2} g_{\mu}(x^3) \, dx, \quad \nu, \mu = 1, 2, \quad \text{and} \quad K_{\nu} = \int_0^1 x^{\nu+2} V(x^3) \, dx, \quad \nu = 1, 2.
\]
First, using (4.19) and the transformation \( t = \sqrt{1-x} \), we easily can calculate \( K_1 \) and \( K_2 \)
\[
K_1 = \frac{1}{3} \int_0^1 x^{1/3} V(x) \, dx = \frac{\sqrt{3}}{6\pi} \int_0^1 (1 - t^2)^{-1/3} \left[ (1 + t)^{1/3} + (1 - t)^{1/3} \right] \, dt = \frac{2^{2/3} \sqrt{3}}{4\pi}
\]
and
\[
K_2 = \frac{1}{3} \int_0^1 x^{2/3} V(x) \, dx = \frac{\sqrt{3}}{12\pi} \int_0^1 (1 - t^2)^{-1/3} \left[ (1 + t)^{1/3} + (1 - t)^{1/3} \right] \, dt = \frac{2^{1/3} \sqrt{3}}{4\pi}.
\]
Secondly, according to the two formulas [8]
\[
\begin{align*}
\int_{-\infty}^{\infty} x^{p-1} e^{-a x} \cos(mx) \, dx &= \frac{\Gamma(p) \cos(p\theta)}{(a^2 + m^2)^{p/2}}, \\
\int_{-\infty}^{\infty} x^{p-1} e^{-a x} \sin(mx) \, dx &= \frac{\Gamma(p) \sin(p\theta)}{(a^2 + m^2)^{p/2}}
\end{align*}
\]
where \( p, a, m > 0, \sin \theta = m/r, \cos \theta = a/r, \) \( 0 < \theta < \pi/2, \) \( r = (a^2 + m^2)^{1/2}, \) we obtain that
\[
\begin{align*}
I_{11} &= -\sqrt{2\pi} 2^{-6} 3^{3/2}, & I_{12} &= -2^{-4} 3^{3/2}, \\
I_{21} &= -5\sqrt{2\pi} 2^{-8} 3^{3/2}, & I_{22} &= -2^{-3} 3^{3/2}.
\end{align*}
\]
Thus, the system (4.28) gives \( \Delta \lambda_1 = K_2 I_{22} - K_1 I_{12} \) and \( \Delta \lambda_2 = K_1 I_{21} - K_2 I_{11} \) where \( \Delta = I_{11} I_{22} - I_{12} I_{21} = 3^{4} 4^{-6} \sqrt{2\pi}. \)

It follows that
\[
\lambda_1 = \frac{1}{\pi} \sqrt{\frac{2}{\pi} \frac{26}{32} \{2^{2/3} - 2^{-2/3}\}} \quad \text{and} \quad \lambda_2 = \frac{1}{\pi} \frac{2^{4}}{32} \{5 \times 2^{1/3} - 2^{-1/3}\}.
\]
Whence, from (4.27), we obtain that
\[
U_0(x) = \frac{3\sqrt{3}}{4\pi} Y(x(1-x)) \left[ \frac{(1 - \sqrt{1-x^3})^{1/3} + (1 + \sqrt{1-x^3})^{1/3}}{\sqrt{1-x^3}} \right]
+ 3e^{-x^3} Y(x) \left[ \lambda_1 \sqrt{x} \cos(\sqrt{x}) + \lambda_2 x^2 \sin(\sqrt{x}) \right].
\]
We now look for the representation of the functional $u_1$. At first, from (4.8), we have

$$u_1 = -3(x^3 - 1)u_0' - 3x^2u_0.$$ 

Then, using (4.27), we can write

$$
\langle u_1, f \rangle = 3\langle u_0, ((x^3 - 1)f(x))' \rangle - 3\langle u_0, x^2 f(x) \rangle
$$

$$= 3\int_{-\infty}^{\infty} U_0(x) [(x^3 - 1)f(x)]' \, dx - 3\int_{-\infty}^{\infty} U_0(x)x^2 f(x) \, dx \quad (4.29)$$

$$= I_1 + I_2 + I_3$$

with

$$I_1 = 9\int_0^1 x^2 V(x^3) [(x^3 - 1)f(x)]' \, dx,$$

$$I_2 = 9\int_0^\infty x^2 [\lambda_1 g_1(x^3) + \lambda_2 g_2(x^3)] [(x^3 - 1)f(x)]' \, dx,$$

$$I_3 = -3\int_{-\infty}^\infty x^2 U_0(x)f(x) \, dx.$$ 

Hence, by integration by parts

$$I_1 = [9x^2(x^3 - 1)V(x^3)f(x)]_0^1 - 9\int_0^1 (x^3 - 1)[x^2 V(x^3)]' f(x) \, dx.$$ 

Now, from (4.19), we have

$$x^2 V(x^3) = \frac{\sqrt{3}}{4\pi} (1 - x^3)^{-1/2} [(1 - \sqrt{1 - x^3})^{1/3} + (1 + \sqrt{1 - x^3})^{1/3}]. \quad (4.30)$$

Then $[9x^2 V(x^3)(1 - x^3)f(x)]_0^1 = \frac{2^{1/2}3^{2/3}}{4\pi} f(0)$. Now, by differentiating (4.30) and using (4.19), we obtain

$$I_1 = \frac{2\sqrt{3}}{8\pi} f(0) + \frac{27\sqrt{3}}{8\pi} \int_0^1 \left\{ x^2 (1 - x^3)^{-3/2} \left[ (1 - \sqrt{1 - x^3})^{1/3} + (1 + \sqrt{1 - x^3})^{1/3} \right] - \frac{1}{3} \left[ (1 - \sqrt{1 - x^3})^{2/3} - (1 + \sqrt{1 - x^3})^{2/3} \right] \right\} f(x) \, dx.$$ 

Next, it is simple to see that

$$I_2 = 9\int_0^\infty e^{-x} \left\{ \lambda_1 x^{-1/2} \left( x^4 - \frac{1}{2} x^3 - x + \frac{1}{2} \right) - \lambda_2 \sqrt{3} x^2 (x^3 - 1) \right\} \cos(\sqrt{3}x)$$

$$+ \left[ - \sqrt{3} \lambda_1 x^{1/2} (x^3 - 1) + \lambda_2 x (x^4 - 2x^3 - x + 2) \right] \sin(\sqrt{3}x) \right\} f(x) \, dx$$

and

$$I_3 = -\frac{9\sqrt{3}}{4\pi} \int_0^1 x^2 (1 - x^3)^{-1/2} \left[ (1 - \sqrt{1 - x^3})^{1/3} + (1 + \sqrt{1 - x^3})^{1/3} \right] f(x) \, dx$$

$$- 9\int_{-\infty}^\infty x^2 e^{-x} \left[ \lambda_1 x^{1/2} \cos(\sqrt{3}x) + \lambda_2 x^2 \sin(\sqrt{3}x) \right] f(x) \, dx.$$
Whence, from (4.29), we easily obtain

\[ \langle u_1, f \rangle = \int_{-\infty}^{\infty} U_1(x)f(x)dx - \zeta \langle \delta, f \rangle \]

where \( \zeta = 2^{-5/3}3^{5/2}\pi^{-1} \), and the weight function \( U_1 \) is given by (4.4).

References