Singular Spectrum Analysis for time series: Introduction to this special issue
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In this introduction we briefly describe the methodology of the Singular Spectrum Analysis (SSA), some versions and extensions of the basic version of SSA as well as connections between SSA and subspace-based methods in signal processing. We also briefly touch upon some history of SSA and mention some areas of application of SSA.
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INTRODUCTION

General. Singular spectrum analysis (SSA) is a technique of time series analysis and forecasting. It combines elements of classical time series analysis, multivariate statistics, multivariate geometry, dynamical systems and signal processing. From the algorithmic point of view, SSA can be considered as a typical subspace-based method of signal processing.

SSA aims at decomposing the original series into a sum of a small number of interpretable components such as a slowly varying trend, oscillatory components and a ‘structureless’ noise. It is based on the singular value decomposition (SVD) of a specific matrix constructed upon the time series.

Neither a parametric model nor stationarity-type conditions have to be assumed for the time series. This makes SSA a model-free technique and hence enables SSA to have a very wide range of applicability.

History. The first publication, where the key ideas of SSA and more generally of the subspace-based methods of signal processing have been formulated, can be traced back to the eighteenth century [1]. However, the commencement of SSA is usually associated with publication in 1986 of the papers [2, 3] by Broomhead and King. Since then SSA has received much attention in literature. Arguably, the most influential papers on SSA published in the nineteen eighties and nineties, in addition to [2, 3], are [4–7].

The three books [8–10] are fully devoted to SSA. [8] is the first book on SSA; it is well-written but provides only an elementary introduction to SSA. [9] is a collection of papers written entirely by St. Petersburg statisticians. All these papers are devoted to the so-called ‘Caterpillar’ methodology. This methodology is a version of SSA developed in the former Soviet Union independently of the main-stream SSA (remember ‘the iron curtain’!). The work on the ‘Caterpillar’ methodology has started long after the year of publication of [1] but well before 1986, the year of publication of [2, 3].

The main difference between the main-stream SSA of [2–7] and the ‘Caterpillar-SSA’ is not that much in the algorithmic details but rather in the assumptions and in the emphasis in the study of the SSA properties. To apply the main-stream SSA, one often needed to assume some kind of stationarity of the time series and think in terms of the ‘signal plus noise’ model (where the noise is often assumed to be ‘red’ rather than simply ‘white’). In the ‘Caterpillar-SSA’, the main methodological concept is the separability (of one subseries from another one) and neither the assumption of stationarity nor the model in the form ‘signal plus noise’ are required.

The main methodological principles described in [9] have been further developed in the monograph [10]. To some extent, this special issue follows the style of [9] and [10]. On the other hand, the recent developments, which are well represented in the present issue, are made in the style of classical time series analysis, classical signal processing and classical statistics. As a result, at present we do not only have many different versions of SSA but also a general methodology called ‘singular spectrum analysis’. This methodology unifies all these versions of SSA into a very powerful tool of time series analysis and forecasting.

Application areas. SSA has proved to be very successful and has already become a standard tool in the analysis of climatic, meteorological and geophysical time series; see, for example, [4, 5] (climatology), [12] (meteorology), [13] (marine science), [14] (geophysics); for more references see [4–10, 14] and the papers in the present issue. More recent areas of application of SSA include engineering, medicine, econometrics and many other fields; for references see e.g. papers in the present issue, especially [23, 26, 29, 31–35].

BASIC SSA

The most common version of SSA is called ‘Basic SSA’. Below we give a short description of it. For details, see [10, Chapter 1] and [23].
**Basic SSA.** Let $x_1, \ldots, x_N$ be a time series of length $N$. Given a window length $L$ ($1 < L < N$), we construct the $L$-lagged vectors $X_i = (x_i, \ldots, x_{i+L-1})^T$, $i = 1, 2, \ldots, K = N-L+1$, and compose these vectors into the matrix $X = (x_{i+j-1})_{i,j=1}^{L,K} = [X_1: \ldots : X_K]$. This matrix has size $L \times K$ and is often called ‘trajectory matrix’. It is a Hankel matrix, which means that all the elements along the diagonal $i + j$ are equal.

The columns $X_i$ of $X$ can be considered as vectors in the $L$-dimensional space $\mathbb{R}^L$. The singular value decomposition of the matrix $XX^T$ yields a collection of $L$ eigenvalues and eigenvectors. A particular combination of a certain number $l$ of these eigenvectors determines an $l$-dimensional subspace $L$ in $\mathbb{R}^L$, $l < L$. The $L$-dimensional data $\{X_1, \ldots, X_K\}$ is then projected onto the subspace $L$ and the subsequent averaging over the diagonals yields some Hankel matrix $\tilde{X}$ which is considered as an approximation to $X$. The time series $\tilde{x}_1, \ldots, \tilde{x}_N$, which is in the one-to-one correspondence with the matrix $\tilde{X}$, provides an approximation to the original series $x_1, \ldots, x_N$.

**Forecasting** [10, Sect. 1.2]. The $L$-dimensional subspace $L$ constructed by the Basic SSA yields a linear recurrent formula which may be used for forecasting. As an alternative to this method of forecasting we may use the so-called ‘vector forecasting’. The main idea of the vector forecasting algorithm is in the consecutive construction of the vectors $X_i = (x_i, \ldots, x_{i+L-1})^T$, for $i = K+1, K+2, \ldots$ so that they lie as close as possible to the subspace $L$ created by the chosen $l$ eigenvectors.

**Other tasks** [10, Chapter 1]. In addition to forecasting, the Basic SSA can be used for smoothing, filtration, noise reduction, extraction of trends of different resolution, extraction of periodicities in the form of modulated harmonics, filling in missing values [11, 14, 15] and other tasks. Also, the Basic SSA can be modified and extended in many different ways; some of them are discussed below.

**Choice of parameters in the Basic SSA.** There are two parameters to choose in the Basic SSA: the window length $L$ and the group of $l$ indices which determine the subspace $L$. A rational or even optional choice of these parameters should depend on the task we are using SSA for. A detailed discussion on this topic can be found in [23] and [10, Section 1.6]. There are versions of the Basic SSA where given the window length $L$, the group of $l$ indices determining the subspace $L$ (for extraction of either trend or periodic components) is chosen automatically; see e.g. [6] and http://www.gistatgroup.com/gus/autossa2.pdf.

**EXTENSIONS OF THE BASIC SSA**

**SSA for stationary series** [5, 6]. Under the assumption that the series $x_1, \ldots, x_N$ is stationary, the matrix $XX^T$ of the Basic SSA is replaced with the so-called lag-covariance matrix $C$ whose elements are $c_{ij} = \frac{1}{N-k} \sum_{t=1}^{N-k} x_t x_{t+k}$ with $i,j = 1, \ldots, L$ and $k = |i-j|$. In the terminology of [10], this is ‘Toeplitz SSA’. Comparison of the Basic and Toeplitz SSA is discussed in [23]. Unsurprisingly, if the original series is stationary then the Toeplitz SSA slightly outperforms the Basic SSA. However, if the series is not stationary then the use of Toeplitz SSA may yield wrong results.

**Monte-Carlo SSA** [7]. In the Basic SSA we implicitly associate the ‘structureless’ component of the resulting SSA decomposition with ‘white noise’ (this noise may not necessarily be random). In some applications, however, it is more natural to assume that the noise is ‘coloured’. In this cases, special tests based on the Monte Carlo simulations may be used to test the hypothesis of the presence of a signal. If the signal is weak then it can only be detected but not extracted (separated from noise). Note also that the sensitivity of the Basic SSA to the presence of correlations in the noise component is discussed in [23].

**Improvement or replacement of the SVD procedure.** A description of techniques that could increase the efficiency of computation of the SVD for the matrices appearing in SSA can be found in [30].

There are two main reasons why it may be worthwhile to replace the SVD operation in the Basic SSA with some other operation. The first reason is simplicity: in problems where the dimension of the trajectory matrix is very large, SVD may be too costly to perform; substitutions of SVD are available, see [16, 17]. The second reason is the analysis of the accuracy of SSA procedures based on the perturbation theory [25]. For example, in the problems of separating signal from noise, some parts of noise are often found in the SVD components mostly related to the signal. As a result, a small adjustment of the eigenvalues and eigenvectors is advisable to diminish this effect. The simplest version of the Basic SSA with a constant adjustment in all eigenvalues was suggested in [18] (see also [32]) and is sometimes called the minimum-variance SSA.

**Low-rank matrix approximations, Cadzow iterations and connections with signal processing.** As an approximation to the trajectory matrix $X$, the Basic SSA yields a Hankel matrix $\tilde{X}$. This matrix is obtained as a result of the diagonal averaging of a matrix of rank $l$. Hence $\tilde{X}$ is typically a matrix of full rank. In signal processing applications, however, a parametric form of an approximation is typically of prime importance, and hence one may wish to find a Hankel matrix of size $L \times K$ and rank $\leq l$ which gives the best approximation to $\tilde{X}$; this is a problem of the structured low-rank approximation [27]. The simplest procedure of finding a solution to this problem (not necessarily the globally optimal one though) is the so-called Cadzow iterations [19], which are the repeated alternating projections of the matrices (starting at $X$) to the set of matrices of rank $\leq l$ (by performing the SVDs) and to the set of Hankel matrices (by making the diagonal averaging). That is, Cadzow iterations are simply the repeats of the Basic
SSA. It is not guaranteed, however, that Cadzow iterations (and more generally, the solution to the structured low-rank approximation problem) lead to more accurate forecasting formulas than the Basic SSA [28].

SSA for change-point detection and subspace tracking. Assume that the observations $x_1, x_2, \ldots$ of the series arrive sequentially in time and we apply the Basic SSA to the observations at hand. Then we can monitor the distances from the sequence of the trajectory matrices to the $l$-dimensional subspaces we construct and also the distances between these $l$-dimensional subspaces. Significant changes in any of these distances may indicate a change in the mechanism generating the time series. Note that this change in the mechanism does not have to affect the whole structure of the series but rather only a few of its components.

SSA for multivariate time series. Multivariate (or multichannel) SSA (shortly, MSSA) is a direct extension of the standard SSA for simultaneous analysis of several time series. Assume that we have two series, $X = \{x_1, \ldots, x_N\}$ and $Y = \{y_1, \ldots, y_N\}$. The (joint) trajectory matrix of the two-variate series $(X, Y)$ can be defined as either $Z = (X, Y)$ or $Z = (X, Y)^T$, where $X$ and $Y$ are the trajectory matrices of the individual series $X$ and $Y$. Matrix $Z$ is block-Hankel rather than simply Hankel. Other stages of MSSA are identical to the ones of the univariate SSA except that we build a block-Hankel (rather than ordinary Hankel) approximation $\tilde{Z}$ to the trajectory matrix $Z$.

MSSA may be very useful for analyzing several series with common structure. MSSA may also be used for establishing a causality between two series. Indeed, the absence of causality of $Y$ on $X$ implies that the knowledge of $Y$ does not improve the quality of forecasts of $X$. Hence an improvement in the quality of forecasts for $X$ which we obtain using MSSA, against the univariate SSA forecasts for $X$, gives an evidence of a possible causality of $Y$ on $X$. This observation can be formalized in the form of certain SSA-causality tests, see [21, 32].

2D-SSA for image processing. 2D-SSA is a straightforward extension of the Basic SSA and MSSA for analyzing images. The only difference between these three versions of SSA is in the construction of the trajectory matrix, see [9, 22, 35].

Theory of SSA. The main theoretical paper in this issue is [25]; this paper is fully devoted to the perturbation analysis in SSA and subspace-based methods of signal processing. Another important theoretical paper is [24], where the concept of SSA separability is further developed (relative to [10]) and studied through the apparatus of the roots of characteristic polynomials of the linear recurrent formulas of the SSA approximation of the signal (in the ‘signal plus noise’ model).

Methodology of SSA. The key paper on the methodology of SSA is [23]. This is an essential read for anyone who is interested in applying SSA beyond trivial. The main question which is discussed in [23] is the choice of the window length, but the discussions in the paper go far further than this. Elements of SSA methodology are also discussed in [24, 26, 28, 29] and [32].

SSA and signal processing. Many discussions in the papers on the theory and methodology of SSA touch the important question of the similarities and dissimilarities between SSA and the subspace-based methods of signal processing. Although there are many similarities between them, there is a fundamental difference too. This difference lies in fact that the model of the form ‘signal plus noise’ is obligatory in the signal processing; consequently, the main aim of the signal processing methods is the estimation of the parameters of the model (which in our case is a linear recurrent formula). In SSA the aims of the analysis may be different (for example, forecasting) and the parameters of the approximatory time series are of secondary importance. The similarities and dissimilarities between SSA and the subspace-based methods of signal processing are discussed in [23–25], see also [27–29].

Computational aspects of SSA. In [30], a thorough study of computational aspects of SSA procedures is performed. Also, [30] provides a description of techniques that could be used to increase the efficiency of these procedures. Using the techniques suggested in [30], a standard laptop can routinely perform SSA with the window lengths up to several thousand.

Comparison of SSA with other techniques. From the methodological point of view, SSA is compared with subspace-based techniques of signal processing in [23, 25] and [28]. Numerical comparison of SSA with ARIMA and other classical methods of time series analysis can be found in [29, 31–34].

Applications of SSA. The papers [31, 33–35] are devoted to applications of SSA in new areas. These areas are: prediction of steel prices [31], extraction of a weak fetal heart signal from noisy maternal ECG [33], DNA microarray gene expressions [34] and image processing [35]. Applications of SSA are also a significant part of the papers [26, 29, 32] where methodological aspects of SSA are considered.

OVERVIEW OF THE PRESENT ISSUE

This issue contains one literature review [27] and twelve research papers [23–26, 28–35]. These papers are devoted to the SSA theory, the SSA methodology, computational aspects of SSA and applications of SSA.
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