# Sendov's conjecture for sufficiently-high-degree polynomials 

by<br>Terence Tao<br>University of California, Los Angeles<br>Los Angeles, CA, U.S.A.

## 1. Introduction

Given a complex number $z_{0} \in \mathbb{C}$ and a radius $r>0$, we define the open disk

$$
D\left(z_{0}, r\right):=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|<r\right\},
$$

the closed disk

$$
\overline{D\left(z_{0}, r\right)}:=\left\{z \in \mathbb{C}:\left|z-z_{0}\right| \leqslant r\right\}
$$

the exterior region

$$
{\overline{D\left(z_{0}, r\right)}}^{c}:=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|>r\right\}
$$

and the circle

$$
\partial D\left(z_{0}, r\right):=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|=r\right\} .
$$

The following conjecture was first introduced by Sendov in 1958 (see [17, p. 267]), and first reported in the literature by Hayman [11, Problem 4.5], who incorrectly attributed it to Ilieff who was presenting the conjecture.

Conjecture 1.1. (Sendov's conjecture) Let $f: \mathbb{C} \rightarrow \mathbb{C}$ be a polynomial of degree $n \geqslant 2$ that has all zeros in the closed unit disk $\overline{D(0,1)}$. If $\lambda_{0}$ is one of these zeros, then $f^{\prime}$ has at least one zero in $\overline{D\left(\lambda_{0}, 1\right)}$.

There is a long history of partial results towards this conjecture; see for instance [16], [23], [24], [20], [25] for some surveys of results. The conjecture is known for low degrees, and specifically for all $n<9$ [3]. Our main result is in the opposite direction, covering the high-degree case.

Theorem 1.2. (Sendov's conjecture for sufficiently-high-degree polynomials) Sendov's conjecture is true for all sufficiently large $n$. That is, there exists an absolute constant $n_{0}$ such that Sendov's conjecture holds for $n \geqslant n_{0}$.

For each fixed $n$, Sendov's conjecture is a first-order statement in real arithmetic and is therefore decidable in finite time by Tarski's theorem [32]; see the recent thesis [27] for an explicit implementation of this decision procedure. Thus, if we had an explicit upper bound for the quantity $n_{0}$ in Theorem 1.2 , then Sendov's conjecture would also be decidable in finite time. Our proof of Theorem 1.2 relies on compactness methods and so does not easily give an effective value of $n_{0}$; however, we believe the use of these compactness methods is an inessential ${ }^{1}$ ) (but convenient) feature of the argument and can be removed to provide an explicit value of $n_{0}$, and hence ensure the decidability of the conjecture. However, this value is likely going to be far too large to be able to make the verification of Sendov's conjecture practical $\left({ }^{2}\right)$ without further ideas.

As is traditional in the literature on this conjecture, we shall normalize $f$ to be monic (by multiplying $f$ by a constant), and also normalize $\lambda_{0}$ to be a real number $a \in[0,1]$ (by applying a rotation around the origin).

Our arguments will use compactness methods (or more precisely "compactness and contradiction" methods), so it is convenient to rephrase the above theorem in the following equivalent asymptotic $\left({ }^{3}\right)$ contradiction form.

THEOREM 1.3. (Main theorem, asymptotic contradiction form) Let $n$ range over $a$ sequence of natural numbers going to infinity. For each $n$ in this sequence, let $f=f^{(n)}$ be a monic polynomial of degree $n$ with all zeros in $\overline{D(0,1)}$, and let $a=a^{(n)} \in[0,1]$ be such that $f(a)=0$. Suppose also that, for every $n$ in the sequence, $f^{\prime}$ has no zeros in $\overline{D(a, 1)}$. Then, one can derive a contradiction.

It is clear that Theorem 1.2 implies Theorem 1.3. Conversely, if Theorem 1.2 failed, then by taking a sequence of normalized counterexamples of increasingly large degree, one obtains a sequence of $n$, and a polynomial $f=f^{(n)}$ and a real number $a=a^{(n)}$ indexed

[^0]by this sequence obeying the hypotheses of Theorem 1.3, so that the latter theorem would also fail. This gives the desired equivalence. For us, the advantages of working in this asymptotic contradiction framework are that one can take advantage of asymptotic notation such as $o(1)$, and exploit various compactness theorems to extract useful limiting objects as $n \rightarrow \infty$ in which all the $o(1)$ errors are eliminated, after passing to a subsequence if necessary. Such arguments can be viewed as a more flexible form of the more classical "normal families arguments" that one sees in the complex analysis literature, in which Montel's theorem is used as the primary source of compactness, but in our framework we are free to appeal to a wider range of compactness theorems (such as Prokhorov's theorem or the Bolzano-Weierstrass theorem) than just Montel's theorem.

We always reserve the right to pass to a subsequence of $n$ as necessary in order to improve the convergence as $n \rightarrow \infty$. For instance, by the Bolzano-Weierstrass theorem, and passing to a subsequence if necessary, we may assume the real numbers $a=a^{(n)} \in[0,1]$ converge to a fixed $\left(^{4}\right)$ limit $a^{(\infty)} \in[0,1]$. Using the asymptotic notation conventions from §1.2, we thus have

$$
a=a^{(\infty)}+o(1)
$$

Henceforth, $f, a$, and $a^{(\infty)}$ will always be assumed to obey the above properties.
At this point, it is worth pointing out two key near-counterexamples to Theorem 1.3.
Example 1.4. (Near-counterexample near unit circle) For each $n \in \mathbb{N}$, set

$$
f(z):=z^{n}-1,
$$

and $a:=1$. Then, all the zeros of $f$ lie in $\overline{D(0,1)}$, and $f^{\prime}$ just barely has zeros in $\overline{D(a, 1)}$, since the zeros are all at the origin which lies on the boundary circle $\partial D(a, 1)$. In this case, we have $a^{(\infty)}=1$.

Example 1.5. (Near-counterexample near origin) For each $n \in \mathbb{N}$, set

$$
f(z):=z^{n}-z
$$

and $a:=0$. Then, all the zeros of $f$ lie in $\overline{D(0,1)}$, and $f^{\prime}$ just barely has zeros in $\overline{D(a, 1)}$, since the zeros all lie at distance

$$
n^{-1 /(n-1)}=1-O\left(\frac{\log n}{n}\right)
$$

from $a$. In this case, we have $a^{(\infty)}=0$.

[^1]These examples hint that the cases $a^{(\infty)}=0,0<a^{(\infty)}<1$, and $a^{(\infty)}=1$ may need to be treated by separate arguments, with the two extremal cases $a^{(\infty)}=0,1$ being the most difficult; as we shall see, the $a^{(\infty)}=1$ case turns out to be particularly delicate. This is indeed reflected by past work on this area, a selection of which we now present in the language of the asymptotic contradiction framework. With regards to the $a^{(\infty)}=0$ case, we have the following existing results towards Theorem 1.3:

- The Gauss-Lucas theorem establishes Theorem 1.3 when $a=0$. Schmeisser [22] also established Theorem 1.3 in this case if one only excludes zeros of $f^{\prime}$ in $D(a, 1)$, rather than $\overline{D(a, 1)}$.
- From the final displayed equation in page 66 of the survey [1] of Bojanov, Theorem 1.3 is established when $a \leqslant 1 /(n-1)$.

In the $0<a^{(\infty)}<1$ regime (as well as a slight enlargement thereof), we have the following results towards Theorem 1.3:

- Dégot [7, Theorem 9] established Theorem 1.3 when $0<a^{(\infty)}<1$ (or equivalently, if $c-o(1) \leqslant a \leqslant 1-c+o(1)$ for some fixed constant $c>0)$.
- By refining Dégot's methods, Chalebgwa [4, Theorem 1.1] established Theorem 1.3 if

$$
\begin{equation*}
C n^{-1 / 7} \leqslant a \leqslant 1-C n^{-1 / 4} \tag{1.1}
\end{equation*}
$$

for an explicit $\left({ }^{5}\right)$ absolute constant $C$. A somewhat similar result also appears in [25, p. 217], assuming some lower bound on the distance between $a$ and the other zeros $\lambda$ of $f$.

Finally, in the $a^{(\infty)}=1$ regime, the following results were obtained towards Theorem 1.3:

- Rubinstein [21], Goodman-Rahman-Ratti [8], and Joyal [13] all established Theorem 1.3 when $a=1$.
- Miller [18] and Vâjâitu-Zaharescu [33] independently improved these results by establishing Theorem 1.3 when $a \geqslant 1-\varepsilon_{n}$, for some $\varepsilon_{n}>0$ depending only on $n$.
- Chijiwa [6] refined Miller's methods and established Theorem 1.3 when

$$
\begin{equation*}
a \geqslant 1-\frac{1}{2 n^{9} 4^{n}} \tag{1.2}
\end{equation*}
$$

- Kasmalkar [14] improved the analysis of Chijiwa to establish Theorem 1.3 when

$$
\begin{equation*}
a \geqslant 1-\frac{90}{n^{12} \log n} \tag{1.3}
\end{equation*}
$$

$\left({ }^{5}\right)$ More precisely, Chalebgwa established Theorem 1.3 whenever

$$
n \geqslant \frac{20800}{a^{7}(1-a)^{4}} .
$$

These above results, as well as the new results in this paper, are summarized schematically in Figure 1. We also remark that, as a consequence of the results of Bojanov, Rahman, and Satti [2], Theorem 1.3 can be established for all values of $a$ if one assumes that $f^{\prime}$ has no zeros in the slight enlargement $\overline{D\left(a, 2^{1 / n}\right)}$ of the disk $\overline{D(a, 1)}$. Shrinking the radius $2^{1 / n}=1+O(1 / n)$ here to 1 turns out to be remarkably challenging, even in the asymptotic regime when $n$ is sufficiently large.

In this paper, we will supplement the above partial results towards Theorem 1.3 with the following two additional results:

- In Theorem 3.1, we establish Theorem 1.3 assuming that

$$
\begin{equation*}
a=o\left(\frac{1}{\log n}\right) \tag{1.4}
\end{equation*}
$$

for all $n$ in the ambient sequence (so in particular $a^{(\infty)}=0$ ).

- In Theorem 5.1, we establish Theorem 1.3 assuming that there exists a fixed $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
1-o(1) \leqslant a \leqslant 1-\varepsilon_{0}^{n} \tag{1.5}
\end{equation*}
$$

for all $n$ in the ambient sequence (so in particular $a^{(\infty)}=1$ ).
These two results, combined with the prior result (1.1) of Chalebgwa [4], and either the result (1.2) of Chijiwa [6] or the result (1.3) of Kasmalkar [14], furnish a complete proof of Theorem 1.3, and hence Theorem 1.2, since after passing to a subsequence if necessary one can always arrange matters so that one of the four conditions (1.1), (1.2), (1.4), (1.5) (say) holds for all $n$ in the surviving subsequence; see Figure 1. In fact a modification of the arguments here can in fact cover the entire range $[0,1]$ without the assistance of the past results (1.1)-(1.3), thus making the proof of Theorem 1.2 more self-contained; see Remarks 2.1, 3.3, and 5.7.

To analyze these two new regimes (1.4) and (1.5), it is convenient to use the language of probability theory, particularly in order to access the notion of convergence in distribution to extract certain asymptotic profiles. For each $n$ in the ambient sequence, let $\lambda=\lambda^{(n)}$ denote a zero of the polynomial $f$, chosen uniformly at random from the $n$ zeros of $f$ (counting multiplicity), and let $\zeta=\zeta^{(n)}$ denote a random zero of the polynomial $f^{\prime}$, chosen uniformly at random from the $n-1$ zeros of $f^{\prime}$ (again counting multiplicity) and independently of $\lambda$. We permit the underlying probability space $\Omega^{(n)}$ used to define these random variables to vary with $n$, and use $\mathbb{E}=\mathbb{E}^{(n)}$ and $\mathbb{P}=\mathbb{P}^{(n)}$ to denote expectation and probability respectively with respect to this space. We recall some key convergence concepts regarding convergence of a sequence of complex random variables $X^{(n)}$ (defined on a probability space $\left.\Omega^{(n)}\right)$ to a fixed deterministic limit $c \in \mathbb{C}$ or a fixed random limit $X^{(\infty)}$


Figure 1. A schematic depiction (not drawn to scale) of the ranges of $a$ covered by current (in blue) and past (in black) partial results towards Theorem 1.3. In particular, Theorem 1.3 follows by combining Theorems 3.1 and 5.1 with various combinations of the previous work in [7], [4], [14], [6], [33], [18] or Remarks 2.1, 3.3, 5.7; for instance one can use the results in [4], [6] to cover all remaining cases.
(defined on a probability space $\Omega^{(\infty)}$, with expectation $\mathbb{E}^{(\infty)}$ and probability $\mathbb{P}^{(\infty)}$ ).

- We say that $X^{(n)}$ converges uniformly to $c$ if, for every fixed $\varepsilon>0$, one surely has

$$
\left|X^{(n)}-c\right| \leqslant \varepsilon,
$$

whenever $n$ is sufficiently large.

- We say that $X^{(n)}$ converges in probability to $c$ if, for every fixed $\varepsilon>0$,

$$
\mathbb{P}^{(n)}\left(\left|X^{(n)}-c\right| \leqslant \varepsilon\right) \rightarrow 1 \quad \text { as } n \rightarrow \infty
$$

- We say that $X^{(n)}$ converges in distribution to $X^{(\infty)}$ if, for every fixed continuous bounded function $\varphi: \mathbb{C} \rightarrow \mathbb{C}$, one has

$$
\mathbb{E}^{(n)} \varphi\left(X^{(n)}\right) \rightarrow \mathbb{E}^{(\infty)} \varphi\left(X^{(\infty)}\right) \quad \text { as } n \rightarrow \infty
$$

(Equivalently, the law of $X^{(n)}$ converges to the law of $X^{(\infty)}$ in the vague topology.)
Note that we do not define a notion of almost sure convergence, since the probability spaces $\Omega^{(n)}$ vary with $n$. Also, observe that if $X^{(\infty)}=c$ is a constant then the notions of convergence in probability and convergence in distribution coincide, but the notion of uniform convergence is strictly stronger.

It is well known, though usually not expressed in this probabilistic formalism, that the behavior of the polynomial $f$ and its first two derivatives $f^{\prime}$ and $f^{\prime \prime}$ are closely tied to the behavior of the random variables $\lambda$ and $\zeta$. More precisely, we have the following facts. Given any complex random variable $\eta$ taking values in a fixed compact set, we define the $\left({ }^{6}\right)$ logarithmic potential $U_{\eta}: \mathbb{C} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
U_{\eta}(z):=\mathbb{E} \log \frac{1}{|z-\eta|} \tag{1.6}
\end{equation*}
$$

as well as the closely related Stieltjes transform (or Cauchy transform) $s_{\eta}: \mathbb{C} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
s_{\eta}(z):=\mathbb{E} \frac{1}{z-\eta} \tag{1.7}
\end{equation*}
$$

these functions are well defined for almost every $z$ (and are locally integrable). We remark that the Stieltjes transform $s_{\eta}$ and the law $\mu_{\eta}$ of $\eta$ are essentially the gradient and the Laplacian, respectively, of the logarithmic potential $U_{\eta}$, in the sense that

$$
\begin{equation*}
s_{\eta}(x+i y)=-\frac{\partial}{\partial x} U_{\eta}(x+i y)+i \frac{\partial}{\partial y} U_{\eta}(x+i y) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\eta}=\frac{-1}{2 \pi}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) U_{\eta}=\frac{1}{2 \pi}\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) s_{\eta} \tag{1.9}
\end{equation*}
$$

(in a distributional sense at least). In particular, away from the essential range of $\eta$ (i.e., the support of $\left.\mu_{\eta}\right), U_{\eta}$ is harmonic and $s_{\eta}$ is holomorphic. The logarithmic potential $U_{\eta}$ is also superharmonic on all of $\mathbb{C}$, but we will not directly utilize this fact.

Lemma 1.6. (Basic relations between $\lambda, \zeta$ and $f$ )
(i) (Support) $\lambda$ surely lies in the disk $\overline{D(0,1)}$, and $\zeta$ surely lies in the lune

$$
\overline{D(0,1)} \backslash \overline{D(a, 1)}
$$

(ii) (Matching mean) One has

$$
\begin{equation*}
\mathbb{E} \lambda=\mathbb{E} \zeta \tag{1.10}
\end{equation*}
$$

(iii) (Logarithmic potential) For almost all $z$, one has

$$
\begin{equation*}
U_{\lambda}(z)=-\frac{1}{n} \log |f(z)| \tag{1.11}
\end{equation*}
$$

$\left({ }^{6}\right)$ In the literature, the logarithmic potential and Stieltjes transform are often written as functions of the law $\mu_{\eta}$ of the random variable $\eta$ rather than the random variable itself, but we have chosen in this paper to adopt a probabilistic viewpoint rather than a measure-theoretic one, and are thus downplaying the role of the probability measure $\mu_{\eta}$.
and

$$
\begin{equation*}
U_{\zeta}(z)=\frac{\log n}{n-1}-\frac{1}{n-1} \log \left|f^{\prime}(z)\right| \tag{1.12}
\end{equation*}
$$

(iv) (Logarithmic derivative) For almost all $z$, one has

$$
\begin{equation*}
s_{\lambda}(z)=\frac{1}{n} \frac{f^{\prime}(z)}{f(z)} \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{\zeta}(z)=\frac{1}{n-1} \frac{f^{\prime \prime}(z)}{f^{\prime}(z)} \tag{1.14}
\end{equation*}
$$

(v) (Relation between $\lambda$ and $\zeta$ ) For almost all $z$, one has

$$
\begin{equation*}
U_{\lambda}(z)-\frac{n-1}{n} U_{\zeta}(z)=\frac{1}{n} \log \left|s_{\lambda}(z)\right| \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{\lambda}(z)-\frac{n-1}{n} s_{\zeta}(z)=-\frac{1}{n} \frac{s_{\lambda}^{\prime}(z)}{s_{\lambda}(z)} \tag{1.16}
\end{equation*}
$$

(vi) (Integrated log-derivative) One has

$$
\begin{equation*}
f(\gamma(1))=f(\gamma(0)) \exp \left(n \int_{\gamma} s_{\lambda}(z) d z\right) \tag{1.17}
\end{equation*}
$$

for any contour $\gamma:[0,1] \rightarrow \mathbb{C}$ that avoids the zeros of $f$, and similarly

$$
\begin{equation*}
f^{\prime}(\gamma(1))=f^{\prime}(\gamma(0)) \exp \left((n-1) \int_{\gamma} s_{\zeta}(z) d z\right) \tag{1.18}
\end{equation*}
$$

for any contour $\gamma:[0,1] \rightarrow \mathbb{C}$ that avoids the zeros of $f^{\prime}$.
The identities in (ii)-(vi) are valid for all monic polynomials $f$ of degree $n$ (not just those obeying the hypotheses of Theorem 1.3).

Proof. Part (i) is clear from the hypotheses on $f$ and the Gauss-Lucas theorem. For parts (ii)-(iv), we use the fundamental theorem of algebra to write

$$
f(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{n}\right)
$$

and

$$
f^{\prime}(z)=n\left(z-\zeta_{1}\right) \ldots\left(z-\zeta_{n-1}\right),
$$

where $\lambda_{1}, \ldots, \lambda_{n}$ (resp. $\zeta_{1}, \ldots, \zeta_{n-1}$ ) are the zeros of $f$ (resp. $f^{\prime}$ ), counting multiplicity. Comparing the top two leading coefficients of these polynomials gives (1.10); taking logarithms of the magnitudes gives (1.11) and (1.12); and taking logarithmic derivatives
(or (1.8)) gives (1.13) and (1.14). By combining (1.11)-(1.13) we obtain (1.15), and by combining (1.13), (1.14), and the derivative of (1.13) using the quotient rule we obtain (1.16) (alternatively, one could apply the Cauchy-Riemann operator

$$
\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}
$$

to (1.15) and use (1.8)). Finally, one obtains (1.17) by viewing (1.13) as an ODE for the function $f$ and solving via the method of integrating factors; alternatively, one can partition $\gamma$ into small contours on which one has a branch of $\log f$ and apply the fundamental theorem of calculus. The identity (1.18) is established similarly.

Remark 1.7. By using Grace's theorem [9] (in the special case given in [30, Satz 5]), one can obtain further "zero-free regions" for $f$ that allow one to reduce the size of the support of $\lambda$ to a region smaller than $\overline{D(0,1)}$; see for instance [7, Theorem 4] for an example of such a zero-free region. Some quantitative zero-free regions of this nature will be employed later in our arguments (notably in (2.16)). As already noted and exploited by many previous authors (e.g., [7, Remark 3]), the zeros $\lambda$ of $f$ will in fact tend to cluster near the boundary $\partial D(0,1)$ of the disk, while the zeros $\zeta$ of $f^{\prime}$ will tend to cluster near the right boundary $\overline{D(0,1)} \cap \partial D(a, 1)$ of the lune; we will quantify this phenomenon in Theorem 1.10 below.

Remark 1.8. In the limit $n \rightarrow \infty$, the equation (1.16) becomes (formally, at least) a partial differential equation for the Stieltjes transform $s_{\lambda}(z)$ under the action of repeated differentiation $f \mapsto f^{(k)}$ of the polynomial, with the renormalized order of differentiation $k / n$ playing the role of a time variable. See the recent papers [29] and [12] for further discussion. The same equation also arises in free probability and random matrix theory in the context of the minor process (or the operation of fractional free convolution powers); see [26]. However, we will not use the equation (1.16) directly, preferring to work instead with its integrated form (1.15).

We will be able to characterize the limiting behavior of the random variables $\lambda$ and $\zeta$, or equivalently the asymptotic distribution of the zeros of $f$ and $f^{\prime}$. By Prokhorov's theorem, we know that after passing to a subsequence, the random variables $\lambda$ and $\zeta$ converge in distribution to (fixed) random variables $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$, respectively, on some probability space $\Omega^{(\infty)}$ taking values in $\overline{D(0,1)}$, thus

$$
\begin{equation*}
\mathbb{E} \varphi(\lambda)=\mathbb{E} \varphi\left(\lambda^{(\infty)}\right)+o(1) \quad \text { and } \quad \mathbb{E} \varphi(\zeta)=\mathbb{E} \varphi\left(\zeta^{(\infty)}\right)+o(1) \tag{1.19}
\end{equation*}
$$

for any fixed continuous function $\varphi: \mathbb{C} \rightarrow \mathbb{C}$. (One could also ensure that $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ are independent of each other, but we will not need to do so here.) In view of Lemma 1.6,
the random variables $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ carry a lot of information about the "macroscopic" behaviour of $f$ and its first two derivatives in the asymptotic limit $n \rightarrow \infty$. For instance,

$$
\frac{1}{n} \log \frac{1}{|f(z)|} \quad\left(\operatorname{resp} \cdot \frac{1}{n-1} \log \frac{n}{\left|f^{\prime}(z)\right|}\right)
$$

will converge locally in $L^{1}(\mathbb{C})$ to the logarithmic potential $U_{\lambda(\infty)}$ (resp. $\left.U_{\zeta^{(\infty)}}\right)$; see §2. One can view the random variables $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ as an abstract "limit" of the increasingly-high-degree polynomials $f=f^{(n)}$, analogously to how graphons can be viewed as limits of sequences of increasingly large graphs [15].

Example 1.9. In Example 1.4, $\lambda^{(\infty)}$ will be uniformly distributed on the unit circle $\partial D(0,1)$, and $\zeta^{(\infty)}$ will equal zero almost surely. In Example 1.5, $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ will both be uniformly distri buted on the unit circle $\partial D(0,1)$.

Henceforth, we pass to a subsequence so that the limiting random variables $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ exist. The first main step in our arguments is to obtain a fair amount of control on these limiting variables in the endpoint cases $a^{(\infty)}=0,1$, as well as some related estimates.

Theorem 1.10. (Limiting measures) (i) If $a^{(\infty)}=0$, then $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ almost surely lie in the semicircle $C:=\left\{e^{i \theta}: \frac{1}{2} \pi \leqslant \theta \leqslant \frac{3}{2} \pi\right\}$ and have the same distribution. In particular, $\operatorname{dist}(\lambda, C)$ converges in probability to zero. In fact, if $K$ is any fixed compact subset of $\overline{D(0,1)} \backslash C$, then we have the more quantitative estimate

$$
\begin{equation*}
\mathbb{P}(\lambda \in K) \lesssim a+\frac{\log n}{n^{1 / 3}} \tag{1.20}
\end{equation*}
$$

(see §1.2 for our conventions on asymptotic notation).
(ii) If $a^{(\infty)}=1$, then $\lambda^{(\infty)}$ is uniformly distributed on the unit circle $\partial D(0,1)$, and $\zeta^{(\infty)}$ is almost surely zero. In particular, $|\lambda|$ converges in probability to 1 and $\zeta$ converges in probability to zero. In fact, we have the more quantitative estimates

$$
\begin{equation*}
\mathbb{E} \log \frac{1}{|\lambda|} \quad \text { and } \quad \mathbb{E} \log |\zeta-a| \lesssim \frac{1}{n} \tag{1.21}
\end{equation*}
$$

We prove this theorem in §2. Our main tools are the identities in Lemma 1.6 (iii)-(v) and some potential theory, relying in particular on the unique continuation property of harmonic functions and the basic properties of balayage [10]; for part (ii) we also use some arguments of Dégot [7]. In particular, we rely heavily on the observation (from (1.15)) that $\lambda$ and $\zeta$ "look the same from outside $\overline{D(0,1) "}$ in the sense that their balayages to any larger disk $\overline{D(0, R)}$ are very nearly equal. Theorem 1.10 can be compared with $[7$, Remark 3], which in our language asserts in the $0<a^{(\infty)}<1$ case that

$$
\left|\lambda^{(\infty)}\right|=\left|\zeta^{(\infty)}-a\right|=1
$$

almost surely (or equivalently, that $|\lambda|$ and $|\zeta-a|$ both converge in probability to 1 ). Theorem 1.10 (ii) is also anticipated in previous work on the $a^{(\infty)}=1$ case; see for instance [18, p. 633, Lemma 5] or [5] for variants of this assertion when $a$ is extremely close to 1. There are also analogues in the small $n$ theory; see for instance [3, Lemma 3.2]. Theorem 1.10 (ii) is also consistent with the near-counterexample in Example 1.4, as well as the generalizations of this example considered in $\S 4$ below. Theorem 1.10 (i), in contrast, is not compatible with the near-counterexample in Example 1.5: the reason being that deleting $\overline{D(a, 1)}$ from the unit circle $\partial D(0,1)$ will essentially restrict that circle to the semicircle $C$ when $a$ is small, whereas deleting the slightly smaller disk $D(a, 1-\varepsilon)$ (which is the type of region one can delete in the near-counterexample in Example 1.4) does not have the same effect. The error term $(\log n) / n^{1 / 3}$ in (1.20) could perhaps be improved with more effort, but for our purposes any bound of the form

$$
o\left(\frac{1}{\log n}\right)
$$

will suffice.
In the regime

$$
a=o\left(\frac{1}{\log n}\right)
$$

Theorem 1.10 (i) when combined with Theorem 1.6 (iv) and the unique continuation properties of holomorphic functions will allow one to obtain enough control on the logderivative $f^{\prime} / f$ near the origin that one can establish via the argument principle that the number of zeros of this log-derivative near this origin, minus the number of poles, is non-negative; but by hypothesis $f^{\prime}$ will have no zeros near the origin and $f$ has a zero at $a$, giving the required contradiction. See $\S 3$ for the rigorous details.

In the regime when

$$
1-o(1) \leqslant a \leqslant 1-\varepsilon_{0}^{n}
$$

we use a variant of the analysis of Miller [18]. An instructive model case of a nearcounterexample in this regime, generalizing Example 1.4, is presented in $\S 4$, in which $f^{\prime}$ has a bounded number of zeros away from the origin and most zeros very close to the origin, while $f$ has all of its zeros near the unit circle. By performing a suitable Taylor expansion, one finds that the large zeros $\lambda_{j}$ of $f^{\prime}$ stay close to the arc

$$
\overline{D(0,1)} \cap \partial D(1,1)
$$

but also their second moment $\sum_{j} \lambda_{j}^{2}$ must basically vanish. These two claims are incompatible (except when all the $\lambda_{j}$ vanish), thanks to the key geometric observation that non-zero points on the arc $\overline{D(0,1)} \cap \partial D(1,1)$ have argument in $\left[\frac{1}{3} \pi, \frac{1}{2} \pi\right]$ or $\left[-\frac{1}{2} \pi,-\frac{1}{3} \pi\right]$


Figure 2. Non-zero points on the arc $\overline{D(0,1)} \cap \partial D(1,1)$ have argument in $\left[\frac{1}{3} \pi, \frac{1}{2} \pi\right]$ or $\left[-\frac{1}{2} \pi,-\frac{1}{3} \pi\right]$. In particular, points on this arc subtend an angle of less than $\frac{1}{4} \pi$ with the imaginary axis at the origin, so that their square lies in the left half-plane.
(see Figure 2), so that their square will have argument in $\left[\frac{2}{3} \pi, \frac{4}{3} \pi\right]$, and hence have negative real part. It turns out that this analysis can be extended to more general polynomials. The starting point is to use Theorem 1.10 (ii) to get good control on the Stieltjes transform $s_{\zeta}$, which by Lemma 1.6 (vi) then gives good asymptotics for $f^{\prime}$. Applying the fundamental theorem of calculus, one then gains enough control on $f$ to locate the zeros $\lambda$ of this function rather precisely, at which point one can repeat the analysis used to rule out the counterexamples studied in $\S 4$. The rigorous details of this argument are presented in $\S 5$.
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### 1.2. Asymptotic notation

The following (somewhat non-standard $\left({ }^{7}\right)$ ) asymptotic notations will be in force throughout this paper:

- Throughout this paper, we assume that $n$ is a parameter ranging in some sequence of natural numbers tending to infinity, which we will call the "ambient sequence". We do not refer to the ambient sequence by a specific mathematical symbol, because we reserve the right to refine the ambient sequence to a subsequence at various stages of the argument (for instance, in order to exploit compactness to improve convergence of some quantity in the limit $n \rightarrow \infty$ ). Some quantities $X$ in this paper will be independent of $n$ and will be declared to be fixed, but quantities $X$ that are not explicitly declared to be fixed are permitted to depend on $n$, thus $X=X^{(n)}$ in this case. We usually omit the superscript ( $n$ ) unless we wish to emphasize the dependency on $n$.
- We use $X=o(Y)$ to denote the estimate $|X| \leqslant c(n) Y$ for some quantity $c(n)$ that can depend on $n$ and on fixed quantities, such that $c(n) \rightarrow 0$ as $n$ goes to infinity along the ambient sequence (keeping all fixed quantities constant). Of course, such a relation $X=o(Y)$ will continue to hold if we pass to a subsequence. If a mathematical statement does not explicitly involve the limit $n \rightarrow \infty$, it is understood to hold for all $n$ in the ambient sequence (and hence on all subsequences), unless otherwise specified.
- We use $X=O(Y), Y \gtrsim X$, or $X \lesssim Y$ to denote the estimate $|X| \leqslant C Y$ for some quantity $C$ that is fixed. In particular, $C$ can depend on other fixed quantities, but must remain uniform with respect to quantities that vary with $n$.

The following examples will help illustrate these asymptotic conventions.
Example 1.11. Let $f: \mathbb{C} \rightarrow \mathbb{C}$ be a function, and let $K$ be a fixed subset of $\mathbb{C}$. We did not declare $f$ to be fixed, hence $f=f^{(n)}$ is permitted to depend on $n$, which ranges in some (unspecified) ambient sequence. The assertion that

$$
f(z)=o(1)
$$

for all $z \in K$ is equivalent to the sequence $f=f^{(n)}$ converging to zero uniformly in $K$ as $n$ goes to infinity along the ambient sequence. Indeed, if uniform convergence failed, then one could select $\left({ }^{8}\right)$ an element $z=z^{(n)}$ of $K$ for each $n$ in the ambient sequence such that $f(z)$ did not go to zero as $n$ went to infinity along the sequence, so that the assertion

[^2]$f(z)=o(1)$ would fail for this (non-fixed) choice of $z$; conversely, if uniform convergence held, then one certainly has $f(z)=o(1)$ for all $z \in K$. On the other hand, if one only asserts that $f(z)=o(1)$ for all fixed $z \in K$, this is equivalent to the weaker assertion that $f=f^{(n)}$ converges pointwise to zero in $K$, as $n$ goes to infinity along the ambient sequence. In a similar spirit:

- $f^{(n)}$ is uniformly bounded on $K$ if and only $\operatorname{if}\left({ }^{9}\right) f(z)=O(1)$ for all $z \in K$.
- $f^{(n)}$ is pointwise bounded on $K$ if and only if $f(z)=O(1)$ for all fixed $z \in K$.
- $f^{(n)}$ converges locally uniformly to zero if and only if, for each fixed compact $K \subset \mathbb{C}$, one has $f(z)=o(1)$ for all $z \in K$. (Note that this is weaker than asserting that $f(z)=o(1)$ for all $z \in \mathbb{C}$, because $K$ has to be fixed, and the decay rate $c(n)$ implicit in the $o(1)$ notation can depend on this fixed $K$.)

Example 1.12. If $a=a^{(n)}$ lies in $[0,1]$ then, after passing to a subsequence if necessary, exactly one of the assertions

$$
a=o\left(\frac{1}{n}\right)
$$

and

$$
a \gtrsim \frac{1}{n}
$$

hold. Indeed, it is clear that these two assertions cannot simultaneously be true. If for every fixed $\varepsilon>0$ there exists an $n$ for which $a \leqslant \varepsilon / n$, then by sending $\varepsilon$ to zero one can extract a subsequence for which $a=o(1 / n)$; however if there does not exist such an $n$ for at least one fixed $\varepsilon>0$, then we instead have $a \gtrsim 1 / n$.

Example 1.13. (Underspill principle) If $X=X^{(n)}$ is a complex number, then one has $X \lesssim n^{\varepsilon}$ for every fixed $\varepsilon>0$ if and only if $X \lesssim n^{o(1)}$. Indeed, if $X \lesssim n^{\varepsilon}$ for every fixed $\varepsilon>0$, then one can find an increasing sequence $n_{1}<n_{2}<\ldots$ of natural numbers such that $X \leqslant n^{1 / k}$ whenever $n \geqslant n_{k}$. If we then define $\varepsilon_{*}=\varepsilon_{*}^{(n)}$ to be $1 / k$ if $k$ is the largest natural number with $n \geqslant n_{k}$, or $\delta=1$ if no such $k$ exists, then $\varepsilon_{*}=o(1)$ and $X \lesssim n^{\varepsilon_{*}}$, hence $X \lesssim n^{o(1)}$. The converse implication is also easily established. We refer to this type of argument in the sequel as "letting $\varepsilon$ tend to zero sufficiently slowly" or an application of the "underspill principle".

Example 1.14. Let $\zeta$ be a random variable taking values in $\overline{D(0,1)}$. The assertion that $\zeta$ converges to zero in probability (or in distribution) is equivalent to the assertion that $\mathbb{P}(\zeta \in K)=o(1)$ for every fixed compact subset $K$ of $\overline{D(0,1)} \backslash\{0\}$. By the underspill

[^3]principle, it is also equivalent to the existence of an $\varepsilon=o(1)$ such that
$$
\mathbb{P}(|\zeta| \leqslant \varepsilon)=1-o(1)
$$

In contrast, the stronger assertion that $\zeta$ converges to zero uniformly is equivalent to the existence of an $\varepsilon=o(1)$ such that $|\zeta| \leqslant \varepsilon$ holds surely (not just with probability $1-o(1)$ ).

## 2. Control of limiting random variables

We now prove Theorem 1.10. We begin with some general potential-theoretic considerations that apply to both parts of the theorem. Given an almost surely bounded complex random variable $\eta$, we see from Young's inequality that the logarithmic potential $U_{\eta}$ (defined in (1.6)) is defined almost everywhere as a locally integrable function, and is also harmonic outside of the essential range of $\eta$. If $\eta^{(n)}$ is a sequence of complex random variables taking values in a fixed compact set that converge in distribution to another complex random variable $\eta^{(\infty)}$, then as is well known $U_{\eta^{(n)}}$ converges locally in $L^{1}(\mathbb{C})$ to $U_{\eta^{(\infty)}}$ (this can be seen for instance by approximating the Newton potential $\log (1 /|z|)$ by a continuous function plus an error small in $L^{1}(\mathbb{C})$ ). Here of course we equip the complex plane $\mathbb{C}$ with Lebesgue measure. In particular, we have

$$
U_{\lambda}(z) \rightarrow U_{\lambda^{(\infty)}}(z)
$$

and

$$
U_{\zeta}(z) \rightarrow U_{\zeta^{(\infty)}}(z)
$$

locally in $L^{1}(\mathbb{C})$ as $n \rightarrow \infty$.
For $z$ in the exterior region $\overline{D(0,1)}^{c}$, we have $z-\lambda \in D(z, 1)$, which is a disk with a diameter that is a rotation of $[|z|-1,|z|+1]$ around the origin. Applying Möbius inversion, we conclude that $1 /(z-\lambda)$ takes values in a disk with a diameter that is a rotation of

$$
\left[\frac{1}{|z|+1}, \frac{1}{|z|-1}\right]
$$

around the origin. By convexity, the same holds for the Stieltjes transform

$$
s_{\lambda}(z)=\mathbb{E} \frac{1}{z-\lambda}
$$

Applying Lemma 1.6 (v), we conclude the inequalities

$$
\begin{equation*}
-\frac{\log (|z|+1)}{n} \leqslant U_{\lambda}(z)-\frac{n-1}{n} U_{\zeta}(z) \leqslant-\frac{\log (|z|-1)}{n} \tag{2.1}
\end{equation*}
$$

for almost all $z \in \overline{D(0,1)}^{c}$; in fact, this holds for all $z \in \overline{D(0,1)}^{c}$, since both sides are continuous in this region. Taking limits as $n \rightarrow \infty$, we conclude that

$$
\begin{equation*}
U_{\lambda^{(\infty)}}(z)=U_{\zeta^{(\infty)}}(z) \tag{2.2}
\end{equation*}
$$

for almost all $z \in \overline{D(0,1)}^{c}$; again, by continuity this extends to all $z \in \overline{D(0,1)}^{c}$.
At this point, we could proceed either via potential theory or via Fourier analysis; we shall adopt the latter approach. If we write $z$ in polar form as $z=R e^{i \theta}$ for some $R>1$ and $\theta \in \mathbb{R}$, we see from the Taylor expansion

$$
\begin{equation*}
\log \frac{1}{\left|R e^{i \theta}-w\right|}=-\log R+\frac{1}{2} \sum_{\substack{m \in \mathbb{Z} \\ m \neq 0}} \frac{e^{i m \theta} w^{|m|}}{|m| R^{|m|}} \tag{2.3}
\end{equation*}
$$

(valid for all $w \in D(0, R)$ ) and the Fubini-Tonelli theorem that

$$
\begin{equation*}
U_{\lambda(\infty)}\left(R e^{i \theta}\right)=-\log R+\frac{1}{2} \sum_{\substack{m \in \mathbb{Z} \\ m \neq 0}} \frac{e^{i m \theta}}{|m| R^{|m|}} \mathbb{E}\left(\lambda^{(\infty)}\right)^{|m|} \tag{2.4}
\end{equation*}
$$

Similarly for $\zeta^{(\infty)}$. From (2.2) and Fourier uniqueness, we conclude that the random variables $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ have matching moments, thus

$$
\begin{equation*}
\mathbb{E}\left(\lambda^{(\infty)}\right)^{m}=\mathbb{E}\left(\zeta^{(\infty)}\right)^{m} \tag{2.5}
\end{equation*}
$$

for all natural numbers $m$.
It is convenient to encode this moment matching relation in terms of Poisson kernels and balayage, in order to exploit the non-negative nature of the Poisson kernel. If $R>0$ and $w=r e^{i \alpha} \in D(0, R)$, let $P_{w}^{R}: \partial D(0, R) \rightarrow \mathbb{R}$ denote the Poisson kernel

$$
\begin{align*}
P_{w}^{R}\left(R e^{i \theta}\right): & =\operatorname{Re} \frac{1+(r / R) e^{i(\theta-\alpha)}}{1-(r / R) e^{i(\theta-\alpha)}} \\
& =\frac{1-(r / R)^{2}}{1-2(r / R) \cos (\theta-\alpha)+(r / R)^{2}}  \tag{2.6}\\
& =\sum_{m=-\infty}^{\infty}\left(\frac{r}{R}\right)^{|m|} e^{i m(\theta-\alpha)}
\end{align*}
$$

One can interpret $P_{w}^{R}\left(R e^{i \theta}\right)$ as the normalized probability density of the harmonic measure of $w$ on the circle $\partial D(0, R)$, or equivalently of the first location at which a Brownian motion originating at $w$ exits the disk $\overline{D(0, R)}$. If $\eta$ is random variable taking values in $D(0, R)$, define the balayage $\operatorname{Bal}_{R}(\eta): \partial D(0, R) \rightarrow \mathbb{R}$ by the formula

$$
\operatorname{Bal}_{R}(\eta)\left(R e^{i \theta}\right):=\mathbb{E} P_{\eta}^{R}\left(R e^{i \theta}\right)
$$

One can interpret $\operatorname{Bal}_{R}(\eta)$ as the normalized probability density of the first location where a Brownian motion originating at $\eta$ exits the disk $\overline{D(0, R)}$. We refer the reader to [10] for a further discussion of the classical and modern theory of balayage. Note that

$$
\begin{equation*}
\operatorname{Bal}_{R}(\eta)\left(R e^{i \theta}\right)=1+2 \operatorname{Re} \sum_{m=1}^{\infty} R^{-m} e^{i m \theta} \mathbb{E} \eta^{m} \tag{2.7}
\end{equation*}
$$

In particular, from (2.5) one has

$$
\begin{equation*}
\operatorname{Bal}_{R}\left(\lambda^{(\infty)}\right)=\operatorname{Bal}_{R}\left(\zeta^{(\infty)}\right) \tag{2.8}
\end{equation*}
$$

for any $R>1$. Informally, (2.8) asserts that two Brownian motions originating from $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$, respectively, "look the same" once they exit the unit disk $\overline{D(0,1)}$ for the first time. We also remark that $\operatorname{Bal}_{R}(\eta)$ is related to the Stieltjes transform $s_{\eta}$ via the identity

$$
\operatorname{Bal}_{R}(\eta)\left(R^{i \theta}\right)=2 \operatorname{Re}\left(\operatorname{Re}^{i \theta} s_{\eta}\left(R^{i \theta}\right)\right)-1
$$

as is easily verified using (2.7).
There is also a non-asymptotic version of these identities. If $1<R \leqslant \frac{3}{2}$, then we have

$$
\log \frac{1}{|z-\zeta|} \lesssim \log \frac{1}{R-1}
$$

for any $z \in \partial D(0, R)$, and hence

$$
U_{\zeta}(z) \lesssim \log \frac{1}{R-1}
$$

From (2.1) we conclude that

$$
U_{\lambda}(z)=U_{\zeta}(z)+O\left(\frac{1}{n} \log \frac{1}{R-1}\right)
$$

for $z \in \partial D(0, R)$. Extracting Fourier coefficients using (2.4), we see that

$$
\mathbb{E} \lambda^{m}=\mathbb{E} \zeta^{m}+O\left(\frac{m R^{m}}{n} \log \frac{1}{R-1}\right)
$$

for any natural number $m$ and $1<R \leqslant \frac{3}{2}$. We can optimize in $R$ by choosing $R:=1+1 / m$ to obtain

$$
\mathbb{E} \lambda^{m}=\mathbb{E} \zeta^{m}+O\left(\frac{m \log m}{n}\right)
$$

(the case $m=1$ following from Lemma 1.6 (ii)). Combining this with (2.7) and the bound

$$
\sum_{m=1}^{\infty} R^{-m} m \log m \lesssim \frac{\log (1 /(R-1))}{(R-1)^{2}}
$$

for any $1<R \leqslant \frac{3}{2}$ (which is easily established by dyadic decomposition, with the terms $m=O(1 /(R-1))$ providing the bulk of the sum), we thus have the pointwise bound

$$
\begin{equation*}
\operatorname{Bal}_{R}(\lambda)=\operatorname{Bal}_{R}(\zeta)+O\left(\frac{\log (1 /(R-1))}{n(R-1)^{2}}\right) \tag{2.9}
\end{equation*}
$$

for any $1<R \leqslant \frac{3}{2}$.

### 2.1. Proof of (i)

Now let us specialize to the case $a^{(\infty)}=0$, so that $a=o(1)$. From Lemma 1.6, $\zeta$ takes values in the thin lune $\overline{D(0,1)} \backslash \overline{D(a, 1)}$, which lies in the $O(a)$-neighborhood of the semicircle $C$. Taking limits, we conclude that $\zeta^{(\infty)}$ almost surely takes values in $C$.

Now we claim that $\lambda^{(\infty)}$ is also supported on $C$. By inner regularity, it suffices to show that $\mathbb{P}\left(\lambda^{(\infty)} \in K\right)=0$ for all fixed compact subsets $K$ of $\overline{D(0,1)} \backslash C$. The set $\left\{\theta \in\left(-\frac{1}{2} \pi, \frac{1}{2} \pi\right): e^{i \theta} \in K\right\}$ is compact, and thus can be contained in the interior of a fixed compact interval $I$ in $\left(-\frac{1}{2} \pi, \frac{1}{2} \pi\right)$ that depends only on $K$. One can calculate $\left({ }^{10}\right)$ the lower bound

$$
\int_{I} P_{w}^{R}\left(R e^{i \theta}\right) \frac{d \theta}{2 \pi} \gtrsim 1
$$

uniformly for all $w \in K$ and $1<R \leqslant \frac{3}{2}$; probabilistically, this reflects the intuitive fact that a Brownian motion originating from $K$ will hit the circle $\partial D(0, R)$ first in the arc $A:=\left\{R e^{i \theta}: \theta \in I\right\}$ with probability uniformly bounded from below; see Figure 3. Note that our asymptotic notation allows the implied constant in the $\gtrsim$ notation to depend on fixed objects such as $K$ or $I$.

Setting $w=\lambda^{(\infty)}$ and taking expectations, we conclude that

$$
\begin{equation*}
\int_{I} \operatorname{Bal}_{R}\left(\lambda^{(\infty)}\right) \frac{d \theta}{2 \pi} \gtrsim \mathbb{P}\left(\lambda^{(\infty)} \in K\right) \tag{2.10}
\end{equation*}
$$

On the other hand, for any $w \in C$, one has

$$
\lim _{R \rightarrow 1^{+}} \int_{I} P_{w}^{R}\left(R e^{i \theta}\right) \frac{d \theta}{2 \pi}=0
$$

uniformly in $w$; probabilistically, this reflects the intuitive fact that a Brownian motion originating from $C$ is very unlikely to hit the circle $\partial D(0, R)$ in the arc $A$. Setting $w=\zeta^{(\infty)}$ and taking expectations, we conclude that

$$
\lim _{R \rightarrow 1^{+}} \int_{I} \operatorname{Bal}_{R}\left(\zeta^{(\infty)}\right) \frac{d \theta}{2 \pi}=0
$$

Applying (2.8) and (2.10), we conclude that $\mathbb{P}\left(\lambda^{(\infty)} \in K\right)=0$ as desired.
As $\zeta^{(\infty)}$ and $\lambda^{(\infty)}$ almost surely take values in $C \subset \partial D(0,1)$, the moments in (2.5) can now be viewed as Fourier coefficients of the laws of $\zeta^{(\infty)}$ and $\lambda^{(\infty)}$. By Fourier uniqueness, we conclude that $\zeta^{(\infty)}$ and $\lambda^{(\infty)}$ have the same distribution as claimed.
$\left({ }^{10}\right)$ Indeed, the only difficult case is when $w$ is very close to the unit circle, but then one can show that

$$
\int_{(-\pi / 2, \pi / 2] \backslash I} P_{w}^{R}\left(R e^{i \theta}\right) \frac{d \theta}{2 \pi} \leqslant \frac{1}{2}
$$

(say), and the claim then follows since the Poisson kernel $P_{w}^{R}\left(R e^{i \theta}\right)$ has mean 1.


Figure 3. A Brownian motion originating from the compact set $K$ is fairly likely to exit the disk $\overline{D(0, R)}$ (enclosed here by the dashed circle) in the arc $A$; but a Brownian motion originating from the semicircle $C$ (or from the thin lune between the two circular arcs on the left) is far more likely to exit in the complement of $A$ instead. As a consequence, a pair $\lambda, \zeta$ of random variables in $\overline{D(0,1)}$ cannot have the same (resp. almost the same) balayage if $\zeta$ is almost surely in (resp. near) $C$ and $\lambda$ lies in $K$ with positive (resp. large) probability.

Now we prove the more quantitative estimate (1.20), which uses a non-asymptotic version of the above arguments. We may assume that $a$ is sufficiently small depending on $K$ since the claim is trivial otherwise. Let $I$ be as before, and let $1<R \leqslant \frac{3}{2}$ be chosen later. By repeating the proof of (2.10), we see that

$$
\int_{I} \operatorname{Bal}_{R}(\lambda) \frac{d \theta}{2 \pi} \gtrsim \mathbb{P}(\lambda \in K)
$$

On the other hand, for $w$ in the lune $\overline{D(0,1)} \backslash \overline{D(a, 1)}$, which lies in a $O(a)$-neighborhood of $C$, one can verify that $\left({ }^{11}\right)$

$$
\int_{I} P_{w}^{R}\left(R e^{i \theta}\right) \frac{d \theta}{2 \pi} \lesssim a+R-1
$$

uniformly for $w$ in this lune, and hence

$$
\int_{I} \operatorname{Bal}_{R}(\zeta) \frac{d \theta}{2 \pi} \lesssim a+R-1
$$

Applying (2.9), one concludes that

$$
\mathbb{P}(\lambda \in K) \lesssim a+R-1+\frac{\log (1 /(R-1))}{n(R-1)^{2}}
$$

Setting $R:=1+n^{-1 / 3}$, we obtain the claim. This concludes the proof of Theorem 1.10 (i).
$\left.{ }^{11}\right)$ Indeed, one has the uniform pointwise bound $P_{w}^{R}\left(R e^{i \theta}\right) \lesssim a+R-1$ for $\theta \in I$.

### 2.2. Proof of (ii)

Now we suppose $a^{(\infty)}=1$, so that $a=1-o(1)$. By passing to subsequences as necessary, we may assume that $n$ is sufficiently large whenever this is required.

We will combine the above theory with the analysis of Dégot [7]. A key quantity will be the mean

$$
\mu:=\mathbb{E} \lambda=\mathbb{E} \zeta
$$

from Lemma 1.6 (ii).
First, from applying [7, Theorem 5] (which relies ultimately on the powerful theorem of Grace [9]) we obtain the lower bound

$$
\begin{equation*}
|f(\delta)| \geqslant \frac{1-\sqrt{1+\delta^{2}-\delta a}}{n}\left|f^{\prime}(a)\right| \tag{2.11}
\end{equation*}
$$

for any $0<\delta<a$, so in particular

$$
\begin{equation*}
|f(\delta)| \gtrsim \frac{1}{n}\left|f^{\prime}(a)\right| \tag{2.12}
\end{equation*}
$$

whenever $1 \lesssim \delta \leqslant \frac{1}{2}$. Meanwhile, from (1.12) and the fact that $|a-\zeta|>1$, we have

$$
\begin{equation*}
\left|f^{\prime}(a)\right|>n . \tag{2.13}
\end{equation*}
$$

On the other hand, by [7, Lemma 1], we have the elementary inequality

$$
|f(\delta)| \leqslant\left(\sqrt{1+\delta^{2}-2 \delta \operatorname{Re} \mu}\right)^{n}
$$

Combining these three estimates, we conclude that, for all $1 \lesssim \delta \leqslant \frac{1}{2}$, we have

$$
\sqrt{1+\delta^{2}-2 \delta \operatorname{Re} \mu} \geqslant 1-O\left(\frac{1}{n}\right)
$$

which implies in particular that

$$
\operatorname{Re} \mu \leqslant \frac{1}{2} \delta+o(1)
$$

Sending $\delta$ to zero arbitrarily slowly with $n$ (cf. Example 1.13), we conclude that

$$
\operatorname{Re} \mu \leqslant o(1)
$$

(compare with [7, Corollary 1 and Remark 2]). On the other hand, since $\operatorname{Re} \zeta$ is bounded below by -1 , we have

$$
\operatorname{Re} \mu \geqslant \varepsilon-\mathbb{P}(\operatorname{Re} \zeta \leqslant \varepsilon),
$$

and thus

$$
\begin{equation*}
\mathbb{P}(\operatorname{Re} \zeta \leqslant \varepsilon) \gtrsim 1 \tag{2.14}
\end{equation*}
$$

for $n$ large enough and any fixed $\varepsilon>0$.
Next, from (1.12), one has for any $0 \leqslant \delta \leqslant \frac{1}{2}$ that

$$
\log \left|f^{\prime}(a)\right|-\log \left|f^{\prime}(\delta)\right|=(n-1) \mathbb{E} \log \frac{|a-\zeta|}{|\delta-\zeta|}
$$

Since $\zeta$ takes values in the lune $\overline{D(0,1)} \backslash \overline{D(a, 1)}$, which lies to the left of the perpendicular bisector of $\delta$ and $a$, we see that

$$
\log \frac{|a-\zeta|}{|\delta-\zeta|} \geqslant 0
$$

with equality only when $\zeta$ has real part $\frac{1}{2}(a+\delta)=\frac{1}{2}(1+\delta)-o(1)$. As a consequence, if $\operatorname{Re} \zeta \leqslant 0.1$ (say), we see that

$$
\log \frac{|a-\zeta|}{|\delta-\zeta|} \gtrsim 1
$$

From (2.14), we conclude that

$$
\log \left|f^{\prime}(a)\right|-\log \left|f^{\prime}(\delta)\right| \gtrsim n
$$

and thus

$$
f^{\prime}(\delta) \lesssim e^{-c n}\left|f^{\prime}(a)\right|
$$

for all $0 \leqslant \delta \leqslant \frac{1}{2}$ and some absolute constant $c>0$. A similar argument also gives

$$
f^{\prime}(z) \lesssim e^{-c n}\left|f^{\prime}(a)\right|
$$

for $z \in D(0.5,0.01)$ (say). By the fundamental theorem of calculus, this implies that

$$
f(0)=f(\delta)+O\left(e^{-c n}\left|f^{\prime}(a)\right|\right)
$$

for all $0 \leqslant \delta \leqslant \frac{1}{2}$, and hence, by (2.12) (for say $\delta=\frac{1}{2}$ ), we have

$$
|f(0)| \gtrsim \frac{1}{n}\left|f^{\prime}(a)\right|
$$

From Lemma 1.6 (iii), we have $|f(0)| \leqslant 1$; comparing this with (2.12) and (2.13), we see that

$$
\begin{equation*}
|f(0)| \sim|f(\delta)| \sim 1 \quad \text { and } \quad\left|f^{\prime}(a)\right| \sim n \tag{2.15}
\end{equation*}
$$

for all $0 \leqslant \delta \leqslant \frac{1}{2}$ (cf. [7, Theorem 6]). In particular, $f(0)$ is non-zero. A similar fundamental theorem of calculus argument also shows that

$$
\begin{equation*}
|f(z)| \sim 1 \tag{2.16}
\end{equation*}
$$

uniformly for $z \in D(0.5,0.01)$. In particular, we have that $f$ has no zeros in this disk (cf. [7, Theorem 4]).

From (2.15) and Lemma 1.6 (iii), we have

$$
\mathbb{E} \log \frac{1}{|\lambda|}=\frac{1}{n} \log \frac{1}{|f(0)|} \lesssim \frac{1}{n}
$$

(giving the first estimate of (1.21)), and hence on taking limits (using Fatou's lemma)

$$
\mathbb{E} \log \frac{1}{\left|\lambda^{(\infty)}\right|}=0
$$

Thus, $\lambda^{(\infty)}$ almost surely lies in the unit circle $\partial D(0,1)$. In particular, the logarithmic potential $U_{\lambda^{(\infty)}}$ is harmonic in $D(0,1)$. On the other hand, from (2.16) and Lemma 1.6 (iii) we have

$$
U_{\lambda}(z)=O\left(\frac{1}{n}\right)
$$

uniformly for $z \in D(0.5,0.01)$. Therefore, on taking limits, we see that $U_{\lambda(\infty)}$ vanishes on $D(0.5,0.01)$. By unique continuation for harmonic functions, we thus see that $U_{\lambda(\infty)}$ vanishes on all of $D(0,1)$. Using the expansion (2.4), we conclude that all the non-zero Fourier coefficients of $\lambda^{(\infty)}$ vanish, and thus by Fourier uniqueness $\lambda^{(\infty)}$ is uniformly distributed on the unit circle $\partial D(0,1)$. A standard computation (using Jensen's formula, (2.3), or the 2-dimensional version of the Newton shell theorem) then gives

$$
\begin{equation*}
U_{\lambda^{(\infty)}}(z)=\min \left(\log \frac{1}{|z|}, 0\right) \tag{2.17}
\end{equation*}
$$

for $z \in \mathbb{C}$.
Returning to (2.15), we use Lemma 1.6 (iii) again to conclude that

$$
\mathbb{E} \log |\zeta-a|=\frac{1}{n} \log \frac{\left|f^{\prime}(a)\right|}{n} \lesssim \frac{1}{n}
$$

(giving the second estimate of (1.21)), and hence on taking limits

$$
\mathbb{E} \log \left|\zeta^{(\infty)}-1\right|=0
$$

As $\zeta^{(\infty)}$ was already almost surely in $\overline{D(0,1)} \backslash \overline{D(1,1)}$, it is thus almost surely in the $\operatorname{arc} \overline{D(0,1)} \cap \partial D(1,1)$ (cf. [7, Remark 3]). In particular, the logarithmic potential $U_{\zeta^{(\infty)}}$ is harmonic outside of this arc. By (2.2) and (2.17), $U_{\zeta^{(\infty)}}$ agrees with $\log (1 /|z|)$ in $\overline{D(0,1)}^{c}$; by unique continuation of harmonic functions, it thus agrees with $\log (1 /|z|)$ almost everywhere in $\mathbb{C}$ (here we use the connectedness of the complement of the arc $\overline{D(0,1)} \cap \partial D(1,1)$ in the complex plane $\mathbb{C})$. Taking distributional Laplacians using (1.9), we conclude that the law of $\zeta^{(\infty)}$ is the Dirac probability measure at zero. This proves Theorem 1.10 (ii).

Remark 2.1. A similar argument applies when $0<a^{(\infty)}<1$ to conclude that $\zeta^{(\infty)}$ is almost surely zero and simultaneously $\left|\zeta^{(\infty)}-a^{(\infty)}\right|$ is almost surely 1 , which is absurd. This gives a slightly different way to recover the main results of Dégot [7] (although many of the key ingredients in both arguments are the same).

## 3. Getting a contradiction near the origin

In this section we treat the case where $a$ is somewhat close to the origin.
Theorem 3.1. (Contradiction near the origin) Theorem 1.3 holds when

$$
a=o\left(\frac{1}{\log n}\right) .
$$

We now prove this theorem. The strategy is to control the number of zeros of $f$ near the origin by applying the argument principle to the $\log$ derivative $f^{\prime} / f$, with the aim to show that this number is either zero or negative, contradicting the hypothesis of having a zero $a$ near the origin.

By passing to a subsequence if necessary, we may assume that $n$ is sufficiently large.
From Theorem 1.10 (i) we know that in this case $\zeta^{(\infty)}$ and $\lambda^{(\infty)}$ are almost surely in the semicircle $C=\left\{e^{i \theta}: \frac{1}{2} \pi \leqslant \theta \leqslant \frac{3}{2} \pi\right\}$ with the same distribution, and that

$$
\begin{equation*}
\mathbb{P}\left(|\lambda| \leqslant \frac{1}{2}\right)=o\left(\frac{1}{\log n}\right) \tag{3.1}
\end{equation*}
$$

In other words, $\overline{D\left(0, \frac{1}{2}\right)}$ contains at most $o(n / \log n)$ of the zeros of $f$ (counting multiplicity).

A key function in our analysis will be the Stieltjes transform $s_{\lambda(\infty)}$ of $\lambda^{(\infty)}$. This function is fixed and holomorphic on the connected domain $\mathbb{C} \backslash C$, and is not identically zero, since it is asymptotic to $1 / z$ as $|z| \rightarrow \infty$. Hence the zeros of this transform on $\mathbb{C} \backslash C$ are isolated. In particular, one can find a fixed annulus $\overline{D\left(0, r_{2}\right)} \backslash D\left(0, r_{1}\right)$ for some fixed $0<r_{1}<r_{2}<\frac{1}{2}$ on which $s_{\lambda(\infty)}$ is bounded away from zero, and thus

$$
\left|s_{\lambda(\infty)}(z)\right| \sim 1
$$

uniformly for $r_{1} \leqslant|z| \leqslant r_{2}$.
Let $m$ denote the number of zeros of $s_{\lambda(\infty)}$ in the disk $D\left(0, r_{1}\right)$, then $m$ is a fixed non-negative integer, and by the argument principle we see that, for any radius $r_{1}<r<r_{2}$, the contour $\theta \mapsto s_{\lambda(\infty)}\left(r e^{i \theta}\right), 0 \leqslant \theta \leqslant 2 \pi$, stays at a distance $\sim 1$ from the origin and winds exactly $m$ times anti-clockwise around the origin.

From Lemma 1.6 (iv) we have

$$
s_{\lambda}(z)=\frac{1}{n} \frac{f^{\prime}(z)}{f(z)}
$$

Since $\lambda$ converges in distribution to $\lambda^{(\infty)}$ and ranges in the compact set $\overline{D(0,1)}$, we see from the local integrability of the Stieltjes kernel $1 / Z$ that

$$
\frac{1}{n} \frac{f^{\prime}(z)}{f(z)}
$$

converges locally in $L^{1}(\mathbb{C})$ to $s_{\lambda(\infty)}(z)$.
Suppose for the moment that this convergence was in fact locally uniform instead of merely being locally in $L^{1}(\mathbb{C})$, so that

$$
\frac{1}{n} \frac{f^{\prime}(z)}{f(z)}=s_{\lambda(\infty)}(z)+o(1)
$$

uniformly for $z \in \overline{D\left(0, r_{2}\right)} \backslash D\left(0, r_{1}\right)$. Then, by Rouche's theorem and the argument principle, for $n$ sufficiently large and any $r_{1}<r<r_{2}$, the contour

$$
\begin{equation*}
\theta \longmapsto \frac{1}{n} \frac{f^{\prime}}{f}\left(r e^{i \theta}\right), \quad 0 \leqslant \theta \leqslant 2 \pi \tag{3.2}
\end{equation*}
$$

would also wind $m$ times anti-clockwise around the origin, and the number of zeros of $f^{\prime}$ in $D(0, r)$ minus the number of zeros in $f$ in $D(0, r)$ (counting multiplicity) would be equal to $m$. But $f^{\prime}$ has no zeros in $\overline{D(a, 1)} \supset D\left(0, \frac{1}{2}\right) \supset D(0, r)$, and $f$ contains at least one zero $a$ in $D(0, r)$, hence we have

$$
\begin{equation*}
m \leqslant-1 \tag{3.3}
\end{equation*}
$$

which is absurd since $m$ is a non-negative integer.
Now, we need to get around the technical issue that the convergence is a little bit worse than locally uniform. Here we will take advantage of the relatively small number of zeros in or near the annulus $\left\{z: r_{1} \leqslant|z| \leqslant r_{2}\right\}$, as provided by (3.1). We use Lemma 1.6 (iv) and split

$$
\frac{1}{n} \frac{f^{\prime}(z)}{f(z)}=\mathbb{E} \frac{1_{|\lambda|>1 / 2}}{z-\lambda}+\mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{z-\lambda}
$$

where we use $1_{E}$ to denote the indicator of an event $E$. Since $\lambda$ converges in distribution to $\lambda^{(\infty)}$, which is supported in $C$, we have from (1.19) (approximating $1_{|\lambda|>1 / 2}$ by continuous functions in the usual fashion) to conclude that

$$
\mathbb{E} \frac{1_{|\lambda|>1 / 2}}{z-\lambda}=\mathbb{E} \frac{1}{z-\lambda^{(\infty)}}+o(1)=s_{\lambda(\infty)}(z)+o(1)
$$

uniformly for $z \in D\left(0, r_{2}\right)$. If $|z|=r$, we have from the triangle inequality that

$$
\left|\mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{z-\lambda}\right| \leqslant \mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{|r-|\lambda||}
$$

To get a good bound for the right-hand side, we exploit the freedom to select $r$ via the probabilistic method (cf. the standard proof of the Hadamard factorisation theorem, see e.g. [28, Corollary 5.4]). Whenever $|\lambda| \leqslant \frac{1}{2}$, direct calculation gives

$$
\int_{r_{1}}^{r_{2}} \frac{d r}{\max \left(|r-|\lambda||, n^{-10}\right)} \lesssim \log n
$$

and hence, by (3.1) and the Fubini-Tonelli theorem, we have

$$
\int_{r_{1}}^{r_{2}} \mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{\max \left(|r-|\lambda||, n^{-10}\right)} d r=o(1) .
$$

Hence, by Markov's inequality, we see that

$$
\mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{\max \left(|r-|\lambda||, n^{-10}\right)}=o(1)
$$

for all $r \in\left[r_{1}, r_{2}\right]$ outside of a set of measure $o(1)$ (we do not require this set to be fixed). Also, since there are at most $n$ zeros, we see that one surely has $|r-|\lambda|| \geqslant n^{-10}$ for all $r \in\left[r_{1}, r_{2}\right]$ outside of a set of measure $O\left(n^{-10+1}\right)=o(1)$. We conclude that, for $n$ large enough, we can find $r \in\left[r_{1}, r_{2}\right]$ (depending on $n$ ) such that

$$
\mathbb{E} \frac{1_{|\lambda| \leqslant 1 / 2}}{|r-|\lambda||}=o(1)
$$

Putting all this together, we conclude that, for this particular choice of $r$, one has

$$
\frac{1}{n} \frac{f^{\prime}}{f}\left(r e^{i \theta}\right)=s_{\lambda(\infty)}\left(r e^{i \theta}\right)+o(1)
$$

uniformly in $\theta \in[0,2 \pi]$. By Rouche's theorem, we conclude (again for $n$ large enough) that, for this choice of $r$, the contour (3.2) winds around the origin $m$ times, so we again obtain the absurd conclusion (3.3). This concludes the proof of Theorem 3.1.

Remark 3.2. It is instructive to compare this argument with the near-counterexample in Example 1.4. Here $\lambda^{(\infty)}$ and $\zeta^{(\infty)}$ are uniformly distributed on unit circle $\partial D(0,1)$. Unlike the situation with Theorem 1.10 (i), the essential range of these random variables is now all of the circle $\partial D(0,1)$ rather than just the semicircle $C$; in particular, this support now disconnects the origin from infinity, and we can no longer prevent the Stieltjes transform $s_{\lambda(\infty)}$ from vanishing in the disk $D(0,1)$; indeed this transform does vanish by the residue theorem. As a consequence, we no longer possess an annulus in which one can use the argument principle to prevent $f$ from acquiring a zero (or $f^{\prime} / f$ acquiring a pole) near the origin.

Remark 3.3. A variant of this argument can also cover the range $n^{-O(1)} \leqslant a \leqslant o(1)$ as follows. From (2.11) and (2.13) one has

$$
|f(\delta)|>1-\sqrt{1+\delta^{2}-\delta a}=\frac{\delta(a-\delta)}{1+\sqrt{1-\delta(a-\delta)}}
$$

for any $0<\delta<a$, so in particular

$$
\log \frac{1}{|f(\delta)|} \lesssim \log \frac{1}{\delta}
$$

for $0<\delta \frac{1}{2} \leqslant a$. Applying Lemma 1.6 (iii), we conclude that

$$
\mathbb{E} \log \frac{1}{|\zeta-\delta|} \lesssim \frac{1}{n} \log \frac{1}{\delta}
$$

On the other hand, $\log (1 /|\zeta-\delta|)$ is bounded from below by

$$
\log \frac{1}{1+\delta}=-O(\delta)
$$

Applying Markov's inequality, we conclude, for any fixed compact $K \subset D(0,1)$, that

$$
\mathbb{P}(\zeta \in K) \lesssim \frac{1}{n} \log \frac{1}{\delta}+\delta
$$

if $n$ is large enough. Setting $\delta:=n^{-C}$ for a large fixed $C$, we conclude in particular that

$$
\mathbb{P}(\zeta \in K) \lesssim \frac{\log n}{n}
$$

and this estimate can be used as a replacement for (1.20) in the above arguments, in particular by establishing (3.1) in this regime.

## 4. A motivational near-counterexample

In Example 1.4 a near-counterexample was provided to Sendov's conjecture in which $a$ was close to (and in fact equal to) 1. In this section we analyze (somewhat informally) a more general family of near-counterexamples of this form. Unsurprisingly, we will eventually be able to show that no element of this family is actually a counterexample to the conjecture, but the task of definitively ruling out a counterexample turns out to be surprisingly delicate, and will serve to motivate the arguments in the next section. However, none of the discussion in this section is strictly necessary for the proof of Theorem 1.2, and the impatient reader may skip ahead to the next section if desired.

Let $c_{2}>c_{1}>0$ be fixed real constants, and let

$$
\begin{equation*}
P(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{m}\right) \tag{4.1}
\end{equation*}
$$

be a fixed monic polynomial with distinct zeros $\lambda_{1}, \ldots, \lambda_{m} \in \mathbb{C}$, which we will choose later. For $n>m$, we consider monic degree- $n$ polynomials of the form

$$
\begin{equation*}
f(z):=\left(z+\frac{c_{2}}{n}\right)^{n-m} P(z)-\left(a+\frac{c_{2}}{n}\right)^{n-m} P(a) \tag{4.2}
\end{equation*}
$$

where

$$
a:=1-\frac{c_{1}}{n}=1-o(1)
$$

Clearly, $f$ has a zero at $a$. The derivative can be computed as

$$
\begin{equation*}
f^{\prime}(z)=(n-m)\left(z+\frac{c_{2}}{n}\right)^{n-m-1}\left(P(z)+\frac{z+c_{2} / n}{n-m} P^{\prime}(z)\right) \tag{4.3}
\end{equation*}
$$

and thus has a zero of order $n-m-1$ at $-c_{2} / n$, which lies just outside of $\overline{D(a, 1)}$ due to our hypothesis $c_{2}>c_{1}$, while also inheriting the $m$ zeros of

$$
P(z)+\frac{z+c_{2} / n}{n-m} P^{\prime}(z)
$$

which will take the form $\lambda_{1}+o(1), \ldots, \lambda_{m}+o(1)$ by Rouche's theorem (indeed one can easily upgrade the $o(1)$ errors here to $O(1 / n)$, if desired). (In particular, a random zero $\zeta$ of $f^{\prime}$ will converge to zero in probability, but not necessarily converge uniformly, which is consistent with Theorem 1.10 (ii).) If we now make the hypothesis that the zeros $\lambda_{1}, \ldots, \lambda_{m}$ lie in the open lune $D(0,1) \backslash \overline{D(1,1)}$ (so in particular $P(a) \neq 0$ ), then all the zeros of $f^{\prime}$ lie outside of $\overline{D(a, 1)}$ when $n$ is large enough.

We would therefore obtain a contradiction to Sendov's conjecture if we could ensure that all zeros $\lambda$ of $f$ stayed inside the disk $\overline{D(0,1)}$ for large enough $n$. If $\lambda$ is a zero of $f$, then from (4.2) one has

$$
\left|\lambda+\frac{c_{2}}{n}\right|^{n-m}|P(\lambda)|=\left|a+\frac{c_{2}}{n}\right|^{n-m}|P(a)| .
$$

The right-hand side is $\sim 1$, which (because the zeros of $P$ are in the open disk $D(0,1)$ ) already forces

$$
\begin{equation*}
\left|\lambda+\frac{c_{2}}{n}\right|=1+O\left(\frac{1}{n}\right) \tag{4.4}
\end{equation*}
$$

By taking logarithms and using (4.1), we can rewrite the previous equation as

$$
\begin{equation*}
\log \left|\frac{\lambda+c_{2} / n}{a+c_{2} / n}\right|=\frac{1}{n-m} \sum_{j=1}^{m} \log \left|\frac{a-\lambda_{j}}{\lambda-\lambda_{j}}\right| \tag{4.5}
\end{equation*}
$$

If we take an ansatz

$$
\lambda=\left(1+\frac{t}{n}\right) e^{i \theta}-\frac{c_{2}}{n}
$$

for some real numbers $t$ and $\theta$ with $t=O(1)$ (to be compatible with (4.4)), we have the Taylor expansions

$$
\begin{aligned}
\log \left|\frac{\lambda+c_{2} / n}{a+c_{2} / n}\right| & =\frac{t}{n}-\frac{c_{2}-c_{1}}{n}+O\left(\frac{1}{n^{2}}\right) \\
\log \left|\frac{a-\lambda_{j}}{z-\lambda_{j}}\right| & =\log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right|+O\left(\frac{1}{n}\right) \\
\frac{1}{n-m} & =\frac{1}{n}+O\left(\frac{1}{n^{2}}\right)
\end{aligned}
$$

Inserting these expansions into (4.5) and then multiplying by $n$, we conclude that

$$
t=c_{2}-c_{1}+\sum_{j=1}^{m} \log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right|+O\left(\frac{1}{n}\right)
$$

On the other hand, from a further Taylor expansion we have

$$
|\lambda|=1+\frac{t-c_{2} \cos \theta}{n}+O\left(\frac{1}{n^{2}}\right)
$$

so for $n$ large enough we would be able to guarantee that all zeros $\lambda$ were in the disk $\overline{D(0,1)}$ if we could ensure the inequality

$$
\begin{equation*}
c_{2}-c_{1}-c_{2} \cos \theta+\sum_{j=1}^{m} \log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right|<0 \tag{4.6}
\end{equation*}
$$

for all $0 \leqslant \theta \leqslant 2 \pi$.
One can rule out this inequality by taking an average in $\theta$ (or equivalently, extracting the zeroth Fourier coefficient). Indeed, observe from Jensen's formula (or (2.3)) that

$$
\log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right|
$$

has a mean value of $\log \left|1-\lambda_{j}\right|$ for $\theta \in[0,2 \pi]$; meanwhile, $c_{2} \cos \theta$ has a mean of zero. Thus if (4.6) held for all $0 \leqslant \theta \leqslant 2 \pi$, then we would have

$$
c_{2}-c_{1}+\sum_{j=1}^{m} \log \left|1-\lambda_{j}\right|<0
$$

But, from hypothesis, the quantities $c_{2}-c_{1}$ and $\log \left|1-\lambda_{j}\right|$ are non-negative, which (barely) gives a contradiction.

This rules out the most naive effort to generate counterexamples to Sendov's conjecture using this ansatz. But one might hope that, by some more careful analysis of the various $O\left(1 / n^{2}\right)$ errors that were discarded, one might be able to still salvage a counterexample assuming only the non-strict inequalities

$$
\begin{equation*}
c_{2}-c_{1}-c_{2} \cos \theta+\sum_{j=1}^{m} \log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right| \leqslant 0 \tag{4.7}
\end{equation*}
$$

and similarly relaxing the conditions $c_{2}>c_{1}$ and $\lambda_{j} \in D(0,1) \backslash \overline{D(1,1)}$ to their non-strict counterparts $c_{2} \geqslant c_{1}$ and $\lambda_{j} \in \overline{D(0,1)} \backslash D(1,1)$. Then, the same averaging argument as before will now give

$$
c_{2}-c_{1}+\sum_{j=1}^{m} \log \left|1-\lambda_{j}\right| \leqslant 0
$$

and this forces $c_{2}-c_{1}$ and $\log \left|1-\lambda_{j}\right|$ to vanish. Thus, the only surviving endpoint is when $c_{1}=c_{2}$ and all the $\lambda_{j}$ lie on the arc $\overline{D(0,1)} \cap \partial D(1,1)$. The left-hand side of (4.7) now is non-positive while also having zero mean, and must be identically zero, and thus

$$
\begin{equation*}
-c_{2} \cos \theta+\sum_{j=1}^{m} \log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right|=0 \tag{4.8}
\end{equation*}
$$

for all $\theta \in[0,2 \pi]$.
We have exhausted the information we can glean from the zeroth Fourier coefficient. The first Fourier coefficient ends up providing the constraint $\sum_{j=1}^{m} \lambda_{j}=c_{2}$, which is interesting (it reflects the tendency of the mean $\mu=\mathbb{E} \lambda=\mathbb{E} \zeta$ to be surprisingly close to zero, which we will take advantage of in the next section) but does not end up being directly useful for the purpose of establishing a contradiction. To get such a contradiction we will instead take the second Fourier coefficient, which allows us to ignore the cosine term in (4.8). Indeed, from (2.3) and Fourier analysis, we have

$$
\int_{0}^{2 \pi} \log \left|\frac{1-\lambda_{j}}{e^{i \theta}-\lambda_{j}}\right| e^{-2 i \theta} \frac{d \theta}{2 \pi}=\frac{\lambda_{j}^{2}}{4}
$$

and

$$
\int_{0}^{2 \pi} \cos \theta e^{-2 i \theta} \frac{d \theta}{2 \pi}=0
$$

Thus, from extracting the second Fourier coefficient of (4.8), we obtain

$$
\begin{equation*}
P \sum_{j=1}^{m} \lambda_{j}^{2}=0 \tag{4.9}
\end{equation*}
$$

Now, we recall the key geometric observation from Figure 2: the zeros $\lambda_{j}$ lie on the $\operatorname{arc} \overline{D(0,1)} \backslash D(1,1)$, and thus either vanish, or have argument either in $\left[\frac{1}{3} \pi, \frac{1}{2} \pi\right]$ or in $\left[-\frac{1}{2} \pi,-\frac{1}{3} \pi\right]$. Thus, the squares $\lambda_{j}^{2}$ either vanish, or have argument in $\left[\frac{2}{3} \pi, \frac{4}{3} \pi\right]$. In particular, in the latter case the real part is negative (with some "room" to spare $\left({ }^{12}\right)$ since $\left[\frac{2}{3} \pi, \frac{4}{3} \pi\right]$ is strictly contained in $\left.\left(\frac{1}{2} \pi, \frac{3}{2} \pi\right)\right)$. Thus we see that the inequality (4.9) can only hold for all $\theta \in[0,2 \pi]$ in the degenerate case when $c_{2}=c_{1}$ and all the $\lambda_{j}$ vanish, which also forces the remaining term $c_{2} \cos \theta$ to also vanish, and we collapse back to the near-counterexample in Example 1.4. Thus, this attempt to generate a counterexample to Sendov's conjecture has definitively failed. However, the reason for the failure was rather subtle, and required one to perform Taylor expansions to accuracy $O\left(1 / n^{2}\right)$ (actually an accuracy of $o(1 / n)$ would have sufficed for us), as well as an analysis of the possible solutions to the system of inequalities provided by (4.7). Ultimately, one had to utilize the geometric property about the argument of points on the $\operatorname{arc} \overline{D(0,1)} \backslash D(1,1)$ depicted in Figure 2. On the other hand, there was some room in the argument at the end, which gives hope that one could adapt this argument to more general polynomials $f$, as long as one had a sufficient level of accuracy in one's Taylor expansions. This belief is also buttressed by the analysis in previous work in the $a^{(\infty)}=1$ regime in [18], [33], [6], [5], [14], which also extracts a contradiction by performing Taylor expansions to comparable levels of accuracy to the ones employed here. This serves as motivation for the strategy used to rigorously prove the remaining case needed for Theorem 1.3, to which we now turn.

## 5. Getting a contradiction near the unit circle

In view of Theorem 3.1 and the discussion in the introduction, to conclude the proof of Theorem 1.2 it will suffice to establish the following result.

Theorem 5.1. (Contradiction near the unit circle) Theorem 1.3 holds when there is a fixed $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
1-o(1) \leqslant a \leqslant 1-\varepsilon_{0}^{n} \tag{5.1}
\end{equation*}
$$

(so, in particular, $a^{(\infty)}=1$ ).
As discussed in the previous section, the analysis required to prove Theorem 5.1 is more delicate than that required to prove Theorem 3.1, due to the need to eliminate

[^4]near-counterexamples such as (4.2). In the case when $a$ was extremely close to 1 , this was achieved in [18] and [33] by Taylor expanding out all relevant expressions to second order in the zeros $\zeta$ of $f^{\prime}$ (with third-order terms $O\left(|\zeta|^{3}\right)$ being ultimately negligible). We will adopt a similar strategy here, in particular finding approximations to the zeros of $f$ that are accurate to an error of $o\left(\sigma^{2}\right)+o(1)^{n}$, where $\sigma^{2}$ is the variance of $\zeta$ (cf. [18, Lemma 7]). The presence of the superexponentially small error $o(1)^{n}$ is the reason why we need a weak upper bound on $a$ in (5.1).

We now begin the proof. It will be useful to work with the mean

$$
\mu:=\mathbb{E} \zeta=\mathbb{E} \lambda
$$

and variance

$$
\sigma^{2}:=\mathbb{E}|\zeta-\mu|^{2}=\mathbb{E}|\zeta|^{2}-|\mu|^{2}
$$

of $\zeta$. Since $\zeta$ takes values in $\overline{D(0,1)}$ and converges in probability to zero due to Theorem 1.10 (ii), we see from (1.19) that these quantities are small:

$$
\begin{equation*}
\mu, \sigma=o(1) \tag{5.2}
\end{equation*}
$$

Also, we clearly have the identity

$$
\begin{equation*}
\mathbb{E}|\zeta|^{2}=|\mu|^{2}+\sigma^{2} \tag{5.3}
\end{equation*}
$$

In practice, the $\sigma^{2}$ term in (5.3) will dominate the $|\mu|^{2}$ term; see (5.13) below.
The convergence in probability of $\zeta$ to zero is also enough to establish some preliminary control on $f$ and its derivatives.

Lemma 5.2. (Preliminary bounds) For any fixed compact subset $K \subset \mathbb{C}$, we have the bounds

$$
f(z)=f(0)+O\left((|z|+o(1))^{n}\right)
$$

and

$$
f^{\prime}(z)=O\left((|z|+o(1))^{n}\right)
$$

for all $z \in K$.
These bounds may be compared with the situation in Example 1.4 or in (4.2), (4.3).
Proof. We may take $K=\overline{D(0, R)}$ for a fixed $R>0$. By the underspill principle (Example 1.13), it suffices to show that, for any fixed $0<\varepsilon<R$, one has

$$
|f(z)-f(0)| \leqslant(|z|+\varepsilon+o(1))^{n}
$$

and

$$
\left|f^{\prime}(z)\right| \leqslant(|z|+\varepsilon+o(1))^{n}
$$

for all $z \in \overline{D(0, R)}$. The first bound is implied by the second by the fundamental theorem of calculus, so it suffices to prove the latter bound.

For all $z \in \overline{D(0, R)} \backslash D(0, \varepsilon)$, one has from (1.19) that

$$
\begin{aligned}
\mathbb{E} \log |z-\zeta| & \leqslant \mathbb{E} \log \max \left(|z-\zeta|, \frac{1}{2} \varepsilon\right) \\
& =\mathbb{E} \log \max \left(\left|z-\zeta^{(\infty)}\right|, \frac{1}{2} \varepsilon\right)+o(1) \\
& =\log \max \left(|z|, \frac{1}{2} \varepsilon\right)+o(1) \\
& =\log |z|+o(1)
\end{aligned}
$$

In particular, from Lemma 1.6 (iii), we have the bound

$$
\left|f^{\prime}(z)\right|=n \exp ((n-1) \mathbb{E} \log |z-\zeta|) \leqslant e^{o(n)}|z|^{n-1}
$$

for all $z \in \overline{D(0, R)} \backslash D(0, \varepsilon)$ (note that the factor of $n$ can be absorbed into the $e^{o(n)}$ term). By the maximum principle, we conclude that

$$
\left|f^{\prime}(z)\right| \leqslant e^{o(n)} \max (|z|, \varepsilon)^{n-1}
$$

for all $z \in \overline{D(0, R)}$, and the claim follows.
It would simplify the arguments below significantly if we could also make the stronger assertion that $\zeta$ converges uniformly to zero. This is unfortunately not easy to do (basically because of the presence of near-counterexamples such as (4.2), whose derivative $f^{\prime}$ does possess zeros $\zeta$ that converge to non-zero values), but we have the following weaker substitute.

Proposition 5.3. (Uniform convergence of $\zeta$ ) After passing to a subsequence of $n$ if necessary, there exists a fixed compact subset $S \subset \overline{D(0,1)}$ of the form

$$
\begin{equation*}
S=(\overline{D(0,1)} \cap \partial D(1,1)) \cup T \tag{5.4}
\end{equation*}
$$

where $T$ is a fixed and at most countable subset of the lune $\overline{D(0,1)} \backslash \overline{D(1,1)}$, all elements of which are isolated points of $S$, with the property that $\operatorname{dist}(\zeta, S)$ converges uniformly to zero. Equivalently (by Example 1.14), there exists $\varepsilon=o(1)$ such that $\operatorname{dist}(\zeta, S) \leqslant \varepsilon$ surely.

We remark that, in the example (4.2), the set $T$ can be taken to be the zero set $\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ of the polynomial $P$.

Proof. From Lemma 1.6 (i), we see $\zeta$ surely lies in a lune of the form

$$
\overline{D(0,1)} \backslash D(1,1-o(1)) .
$$

Now, let $m$ be a fixed natural number. For $n$ large enough, we see from Theorem 1.10 (ii) and Markov's inequality that

$$
\mathbb{P}\left(\log |\zeta-a| \geqslant \frac{1}{2 m}\right) \lesssim \frac{1}{n}
$$

and hence, for $n$ large enough, there are only $O(1)$ zeros of $f$ in the partial annulus

$$
\begin{equation*}
\overline{D(0,1)} \cap \overline{D\left(1,1+\frac{1}{m}\right)} \backslash D\left(1,1+\frac{1}{m+1}\right) \tag{5.5}
\end{equation*}
$$

(not counting multiplicity). Passing to a subsequence of $n$, we may assume (by the infinite pigeonhole principle) that the number $k_{m}$ of such zeros is fixed, and then, by the Bolzano-Weierstrass theorem, we can then find fixed complex numbers $z_{m, 1}, \ldots, z_{m, k_{m}}$ in the compact set (5.5), with the property that any zero $\lambda$ of $f$ that lies in (5.5) is of the form $z_{m, j}+o(1)$ for some $j=1, \ldots, k_{m}$. By repeatedly passing to a subsequence in this fashion for $m=1,2, \ldots$, and then passing to a diagonal subsequence (as in the proof of the Arzelá-Ascoli theorem), we can then reach a subsequence for which there exist fixed complex numbers $z_{m, 1}, \ldots, z_{m, k_{m}}$ in (5.5) for each fixed natural number $m$, with the property that any zero $\lambda$ of $f$ that lies in (5.5) for one of these $m$ is of the form $z_{m, j}+o(1)$ for some $j=1, \ldots, k_{m}$. If we then set

$$
T:=\bigcup_{m=1}^{\infty}\left\{z_{m, 1}, \ldots, z_{m, k_{m}}\right\}
$$

and let $S$ be the set defined in (5.4), we see that $\lambda$ surely lies within $o(1)$ of $T$, and the claim follows.

We remark that Theorem 1.10 (ii) and some additional effort in fact yields the bound

$$
\sum_{z \in T} \log |z-1|<\infty
$$

but we will not need this bound in our arguments.
Henceforth, we pass to a subsequence and extract the sets $S$ and $T$ provided by Proposition 5.3. When one is far from $S$, one is able to obtain good approximations for $f$ and $f^{\prime}$.

Proposition 5.4. (Approximating $f$ and $f^{\prime}$ outside of $S$ ) Let $K$ be a fixed compact subset of $\mathbb{C} \backslash S$.
(i) (Approximation of $\left.f^{\prime}\right)$ One has

$$
f^{\prime}(w)=\left(1+O\left(n|z-w| \sigma^{2} e^{o(n|z-w|)}\right)\right) \frac{f^{\prime}(z)}{(z-\mu)^{n-1}}(w-\mu)^{n-1}
$$

for all $z, w \in K$.
(ii) (Approximation of $f$ ) For any fixed $\varepsilon>0$, one has

$$
\begin{equation*}
f(z)=f(0)+\frac{1+O\left(\sigma^{2}\right)}{n} f^{\prime}(z)(z-\mu)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.6}
\end{equation*}
$$

for all $z \in K$.
Again, one is encouraged to compare these bounds to Example 1.4 or (4.2). (In the latter case, the random variable $\zeta$ is equal to $-c_{2} / n$ with probability $1-m /(n-1)$, and is close to a randomly chosen zero $\lambda_{j}$ of $P$ otherwise. In particular, we have $\mu, \sigma^{2}=O(1 / n)$ in this case.) The reader may find it helpful to think of the special case in which the compact set $K$ lies on "one side" of the arc $\overline{D(0,1)} \cap \partial D(1,1)$, for instance in the lune $D(0,1) \backslash D(1,1)$ or in the complementary set $D(0,1) \cap D(1,1)$, although the estimates here also happen to be valid in "disconnected" cases in which the compact set $K$ has components on either side of the arc.

Proof. Note that we may assume that $n$ is sufficiently large depending on $K$, since the claim is trivial otherwise. Assuming this, we see from (5.2) and Proposition 5.3 that $|z-\zeta|,|z-\mathbb{E} \zeta| \sim 1$ for all $z \in K$, so in particular the function $f^{\prime \prime} / f^{\prime}$ is holomorphic on $K$. Also, we have the Taylor expansion

$$
\frac{1}{z-\zeta}=\frac{1}{z-\mu}+\frac{\zeta-\mu}{(z-\mu)^{2}}+O\left(|\zeta-\mu|^{2}\right)
$$

surely and uniformly for $z \in K$, which on taking expectations gives the approximation

$$
s_{\zeta}(z)=\frac{1}{z-\mu}+O\left(\sigma^{2}\right)
$$

uniformly for $z \in K$. Applying Lemma 1.6 (vi), we conclude that, for any contour

$$
\gamma:[0,1] \longrightarrow K
$$

of length $|\gamma|$,

$$
\begin{equation*}
f^{\prime}(\gamma(1))=e^{O\left(n|\gamma| \sigma^{2}\right)} \frac{(\gamma(1)-\mu)^{n-1}}{(\gamma(0)-\mu)^{n-1}} f^{\prime}(\gamma(0)) \tag{5.7}
\end{equation*}
$$

The set $\mathbb{C} \backslash S$ is open and path-connected. By compactness, one can easily verify that, for any fixed compact set $K$ of $\mathbb{C} \backslash S$, there exists a larger fixed compact subset $K^{\prime}$ of $\mathbb{C} \backslash S$ such that any pair of points $z, w$ in $K$ are connected by a contour $\gamma$ in $K^{\prime}$ of length $O(|z-w|)$. Applying (5.7) (with $K$ replaced by $K^{\prime}$ ), we conclude that

$$
f^{\prime}(w)=e^{O\left(n|z-w| \sigma^{2}\right)} \frac{(w-\mu)^{n-1}}{(z-\mu)^{n-1}} f^{\prime}(z)
$$

for $w, z \in K$. From the fundamental theorem of calculus, we have the estimate

$$
e^{z}=1+O\left(|z| e^{|z|}\right)
$$

uniformly for $z \in \mathbb{C}$, and thus

$$
f^{\prime}(w)=\left(1+O\left(n|z-w| \sigma^{2} e^{O\left(n|z-w| \sigma^{2}\right)}\right)\right) \frac{(w-\mu)^{n-1}}{(z-\mu)^{n-1}} f^{\prime}(z)
$$

Applying (5.2), we obtain part (i). Integrating, we see that

$$
\begin{align*}
& P f(\gamma(0))=f(\gamma(1))-\frac{f^{\prime}(\gamma(0))}{(\gamma(0)-\mu)^{n-1}} \\
& \quad \times\left(\int_{\gamma}(w-\mu)^{n-1} d w+O\left(n \sigma^{2} \int_{\gamma}|\gamma(0)-w| e^{o(n|\gamma(0)-w|)}|w-\mu|^{n-1}|d w|\right)\right) \tag{5.8}
\end{align*}
$$

for any contour $\gamma:[0,1] \rightarrow K$ in a fixed compact subset $K$ of $\mathbb{C} \backslash S$.
Now, let $K$ a fixed compact subset of $\mathbb{C} \backslash S$, and let $\varepsilon>0$ be fixed. For the purpose of proving (ii), we may assume that $\varepsilon$ is sufficiently small depending on $K$. Observe that, for every $z \in K$, there exists a smooth contour $\gamma:[0,1] \in \mathbb{C} \backslash S$, with $\gamma(0)=z$ and $|\gamma(1)|=\varepsilon$, which is always moving towards the origin, in the sense that one has the estimates

$$
\begin{equation*}
\gamma^{\prime}(t)=O(1) \quad \text { and } \quad-z \cdot \gamma^{\prime}(t) \gtrsim 1 \tag{5.9}
\end{equation*}
$$

for all $0 \leqslant t \leqslant 1$. Here we used the inner product $z \cdot w:=\operatorname{Re} z \bar{w}$, and the implied constants are allowed to depend on $\varepsilon$. This is geometrically obvious if we allow $\gamma$ to lie in the complement $\mathbb{C} \backslash(\overline{D(0,1)} \cap \partial D(1,1))$; when one adds in the set $T$ there are a finite number of points that the previously constructed curve $\gamma$ may pass through, but one can easily avoid those points by a slight perturbation of this curve. In fact, one can take $\gamma$ to be a circular arc, if desired: see Figure 4.

From the compactness of $K$, one can ensure that the bounds (5.9) hold uniformly for all $z \in K$, and that $\gamma$ ranges in a fixed compact set $K^{\prime}$ of $\mathbb{C} \backslash S$. From the fundamental theorem of calculus and (5.2), we have

$$
\int_{\gamma}(w-\mu)^{n-1} d w=\frac{(z-\mu)^{n}}{n}-O\left((\varepsilon+o(1))^{n}\right)
$$



Figure 4. In this picture the dashed circle is $\partial D(0,1)$, and the compact set $S$ consists of the circular arc $\overline{D(0,1)} \cap \partial D(1,1)$ and the six points $T$ marked with crosses. Given any fixed point $z$ in the complement of $S$ and given any fixed $\varepsilon$ with $0<\varepsilon<|z|$, one can find a contour $\gamma$ avoiding $S$ that starts at $z$ and ends at a point of magnitude $\varepsilon$, which is always moving towards the origin in the sense of (5.9). In the absence of the points $T$, one can easily achieve this by choosing $\gamma$ to be an arc on a suitable circle connecting $z$ and the origin (in most cases, one can take the circle whose tangent at the origin is vertical); if this arc happens to pass through some of the points of $T$, one can easily perturb the arc to avoid them, since these elements are isolated in $S$.
and hence, by (5.8) and Lemma 5.2, we have

$$
\begin{aligned}
& f(z)=f(0)+O\left((\varepsilon+o(1))^{n}\right)+\frac{1}{n} f^{\prime}(z)(z-\mu) \\
&+O\left(n\left|f^{\prime}(z)\right| \sigma^{2} \int_{\gamma}|z-w|\left(\frac{|w-\mu|}{|z-\mu|}\right)^{n-1} e^{o(n|z-w|)}|d w|\right) .
\end{aligned}
$$

From (5.9) and the fundamental theorem of calculus, if $w=\gamma(t)$ lies on the curve $\gamma$, then $|z-w| \sim t$ and the inner product of $z-w$ with $z$ is $\sim t$, hence also (by (5.2))

$$
|w-\mu| \leqslant|z-\mu|-c t
$$

for some fixed $c>0$, thus also

$$
\left(\frac{|w-\mu|}{|z-\mu|}\right)^{n-1} \lesssim e^{-c n t}
$$

We thus have

$$
f(z)=f(0)+O\left((\varepsilon+o(1))^{n}+\frac{f^{\prime}(z)(z-\mu)}{n}+O\left(n\left|f^{\prime}(z)\right| \sigma^{2} \int_{0}^{1} t e^{-(c-o(1)) n t} d t\right)\right.
$$

Estimating $c-o(1)$ from below by $\frac{1}{2} c$ (for $n$ large enough) and evaluating the integral, we see that

$$
\int_{0}^{1} t e^{-(c-o(1)) n t} d t \lesssim n^{-2}
$$

and thus we obtain the desired claim (ii) (note that $|z-\mu| \sim 1$ for $z \in K$, due to (5.2) and the fact that $0 \notin K)$.

This gives us reasonably fine control on the location of the zeros of $f$ away from $S$.
Corollary 5.5. (Zeroes of $f$ away from $S$ ) Let $K$ be a fixed compact subset of $\mathbb{C} \backslash S$, and let $\varepsilon>0$ be fixed. If $n$ is sufficiently large depending on $\varepsilon$ and $K$, then for any zero $\lambda$ of $f$ inside $K$, one has

$$
\begin{equation*}
-U_{\zeta}(\lambda)=\frac{1}{n} \log \frac{1}{|f(0)|}+O\left(\frac{\sigma^{2}}{n}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.10}
\end{equation*}
$$

The reader is encouraged to compare this equation to (4.5). With more effort, one can perform a further asymptotic expansion of the $O\left(\sigma^{2} / n\right)$ error, but we will not need to do so here (in fact, our analysis only requires the weaker bound of $o\left(\sigma^{2}\right)$ on this error). Informally, this corollary asserts that the zeros of $f$ lie very close to a level set of the logarithmic potential $U_{\zeta}$.

Proof. Applying (5.4), one has

$$
0=f(0)+\frac{1+O\left(\sigma^{2}\right)}{n} f^{\prime}(\lambda)(\lambda-\mu)+O\left((\varepsilon+o(1))^{n}\right)
$$

and thus, by (2.15) and the triangle inequality,

$$
\frac{\left|f^{\prime}(\lambda)\right|}{n}|\lambda-\mu|=|f(0)|\left(1+O\left(\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right)\right) .
$$

Taking logarithms using Lemma 1.6 (iii), and dividing by $n$, we conclude that

$$
\begin{equation*}
-\frac{n-1}{n} U_{\zeta}(\lambda)+\frac{1}{n} \log |\lambda-\mu|=\frac{1}{n} \log |f(0)|+O\left(\frac{\sigma^{2}}{n}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.11}
\end{equation*}
$$

From Proposition 5.3 and (5.2) we have

$$
|\lambda-\zeta|,|\lambda-\mu| \sim 1
$$

surely, if $n$ is large enough. From Taylor expansion, we then have

$$
\log |\lambda-\zeta|=\log |\lambda-\mu|-\operatorname{Re} \frac{\zeta-\mu}{\lambda-\mu}+O\left(\sigma^{2}\right)
$$

and thus, on taking expectations,

$$
-U_{\zeta}(\lambda)=\log |\lambda-\mu|+O\left(\sigma^{2}\right)
$$

If we use this to replace the $\log |\lambda-\mu|$ term in (5.11) with

$$
-U_{\zeta}(\lambda)-O\left(\sigma^{2}\right)
$$

we obtain the claim.
The zero $a$ of $f$ can certainly be enclosed in a fixed compact subset $K$ of $\mathbb{C} \backslash S$ for $n$ large enough (e.g. in $\overline{D(1,0.1)})$, and hence in particular we have, from the above corollary,

$$
-U_{\zeta}(a)=\frac{1}{n} \log \frac{1}{|f(0)|}+O\left(\frac{\sigma^{2}}{n}\right)+O\left((\varepsilon+o(1))^{n}\right)
$$

By the triangle inequality, we conclude that

$$
\begin{equation*}
U_{\zeta}(\lambda)=U_{\zeta}(a)+O\left(\frac{\sigma^{2}}{n}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.12}
\end{equation*}
$$

for any zero $\lambda$ of $f$ in a fixed compact subset $K$ of $\mathbb{C} \backslash S$, if $n$ is large enough depending on $K$ and $\varepsilon$. We can combine this estimate with the requirement $\lambda \in \overline{D(0,1)}$ to get further information on the zeros $\zeta$ of $f^{\prime}$.

Proposition 5.6. (Fine control on $\zeta$ ) Let $\varepsilon>0$ be fixed.
(i) We have

$$
\begin{equation*}
\mu \lesssim \sigma^{2}+(\varepsilon+o(1))^{n} \tag{5.13}
\end{equation*}
$$

(cf. [18, Proposition 6 (1)]) and

$$
\begin{equation*}
1-a \lesssim \sigma^{2}+(\varepsilon+o(1))^{n} \tag{5.14}
\end{equation*}
$$

(ii) If $I$ is a compact subset of $\partial D(0,1) \backslash S$, then

$$
U_{\zeta}(a)-U_{\zeta}\left(e^{i \theta}\right) \geqslant-o\left(\sigma^{2}\right)-o(1)^{n}
$$

for all $e^{i \theta} \in I$, if $n$ is sufficiently large depending on $\varepsilon, I$. (Compare with (4.7).)
(iii) For any fixed smooth function $\varphi: \partial D(0,1) \rightarrow \mathbb{C}$, we have

$$
\begin{equation*}
\int_{0}^{2 \pi} \varphi\left(e^{i \theta}\right) U_{\zeta}\left(e^{i \theta}\right) \frac{d \theta}{2 \pi}=o\left(\sigma^{2}\right)+o(1)^{n} \tag{5.15}
\end{equation*}
$$

and also

$$
\begin{equation*}
U_{\zeta}(a)=o\left(\sigma^{2}\right)+o(1)^{n} \tag{5.16}
\end{equation*}
$$

Proof. We first prove (i). Suppose that $K$ is a fixed compact subset of $\mathbb{C} \backslash S$. If $\lambda$ is a zero of $f$ in $K$, and $n$ is sufficiently large depending on $\varepsilon$ and $K$, then we can perform a Taylor expansion

$$
\log \frac{1}{|\lambda-\zeta|}=\log \frac{1}{|\lambda|}+\operatorname{Re} \frac{\zeta}{\lambda}+O\left(|\zeta|^{2}\right)
$$

and

$$
\log \frac{1}{|a-\zeta|}=\log \frac{1}{|a|}+\operatorname{Re} \frac{\zeta}{a}+O\left(|\zeta|^{2}\right)
$$

and thus on taking expectations in $\zeta$ and applying (5.12), (5.3) we obtain the crude estimate

$$
\log \frac{1}{|\lambda|}+\operatorname{Re}\left(\left(\frac{1}{\lambda}-\frac{1}{a}\right) \mu\right)=\log \frac{1}{|a|}+O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right)
$$

Since the zero $\lambda$ must lie in $\overline{D(0,1)}$, we conclude in particular that

$$
\begin{equation*}
\operatorname{Re}\left(\left(\frac{1}{a}-\frac{1}{\lambda}\right) \mu\right) \geqslant \log |a|+O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right) . \tag{5.17}
\end{equation*}
$$

If $e^{i \theta}$ is a fixed element of $\partial D(0,1)$ that avoids $S$, then, by Theorem 1.10 (ii), there exists a zero $\lambda$ of $f$ that lies within $o(1)$ of $e^{i \theta}$. Applying (5.17), we conclude that

$$
\begin{equation*}
\operatorname{Re}\left(\left(1-e^{-i \theta}+o(1)\right) \mu\right) \geqslant \log |a|+O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.18}
\end{equation*}
$$

if $n$ is sufficiently large depending on $\varepsilon$ and $\theta$.
Let $\theta_{+} \in[0.98 \pi, 0.99 \pi]$ and $\theta_{-} \in[1.01 \pi, 1.02 \pi]$ be fixed numbers such that

$$
e^{i \theta_{+}}, e^{i \theta_{-}} \notin S
$$

For $n$ large enough depending on $\theta_{+}$and $\theta_{-}$, there will be a convex combination of the quantities $1-e^{-i \theta_{+}}+o(1)$ and $1-e^{-i \theta_{-}}+o(1)$ appearing in (5.18) that lies in the real interval [1.9, 2]. We conclude that

$$
\operatorname{Re} \mu \geqslant \frac{\log |a|}{1.9}+O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right)
$$

Since $\log |a|=-(1-a)(1+o(1))$, we conclude that

$$
\begin{equation*}
\operatorname{Re} \mu \geqslant-\frac{1-a}{1.9+o(1)}+O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.19}
\end{equation*}
$$

On the other hand, we have $|\zeta-a| \geqslant 1$ surely, and hence, on squaring,

$$
|\zeta|^{2}-2 a \operatorname{Re} \zeta+a^{2} \geqslant 1
$$

Thus, on taking expectations and rearranging using (5.3) and the fact that

$$
\frac{1-a^{2}}{2 a}=(1-a)(1+o(1))
$$

we obtain

$$
\operatorname{Re} \mu \leqslant-(1-a)(1+o(1))+O\left(|\mu|^{2}+\sigma^{2}\right)
$$

Comparing this with (5.19), we conclude that

$$
\operatorname{Re} \mu, 1-a \lesssim|\mu|^{2}+\sigma^{2}+(\varepsilon+o(1))^{n}
$$

for $n$ large enough, and hence for all $n$ (since the $o(1)$ term on the right-hand side can be arbitrarily large for bounded $n$ ). Inserting these bounds back into (5.18), we now conclude that

$$
(\sin \theta+o(1)) \operatorname{Im} \mu \leqslant O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right)
$$

whenever $e^{i \theta}$ is a fixed element of $\partial D(0,1)$ that avoids $S$. If one applies this bound for some $\theta$ close to $\pm \frac{1}{2} \pi$ for either choice of $\operatorname{sign} \pm$, we conclude that

$$
\pm \operatorname{Im} \mu \leqslant O\left(|\mu|^{2}+\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right) .
$$

Putting all this together, we conclude that

$$
\mu, 1-a \lesssim|\mu|^{2}+\sigma^{2}+(\varepsilon+o(1))^{n} .
$$

Since $|\mu|^{2}=o(|\mu|)$, we can delete the $|\mu|^{2}$ term on the right-hand side. This concludes the proof of (i).

We now prove (ii). If $e^{i \theta} \in I$ then, by Theorem 1.10 (ii), there exists a zero $\lambda$ of $f$ that lies within $o(1)$ of $e^{i \theta}$; it also lies inside the disk $\overline{D(0,1)}$, thus one may write $\lambda=e^{i \theta}(1-\eta)$, where $\eta=o(1)$ is such that $|1-\eta| \leqslant 1$. From (5.12), we have

$$
\begin{equation*}
U_{\zeta}(a)-U_{\zeta}\left(e^{i \theta}-e^{i \theta} \eta\right)=o\left(\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right) \tag{5.20}
\end{equation*}
$$

By the fundamental theorem of calculus, one has

$$
\begin{aligned}
\log \frac{1}{\left|e^{i \theta}-e^{i \theta} \eta-\zeta\right|}-\log \frac{1}{\left|e^{i \theta}-\zeta\right|} & =\log \left|1-e^{-i \theta} \zeta\right|-\log \left|1-\eta-e^{-i \theta} \zeta\right| \\
& =\operatorname{Re} \int_{0}^{1} \frac{\eta d t}{1-\eta t-e^{-i \theta} \zeta} .
\end{aligned}
$$

We can Taylor expand

$$
\frac{1}{1-\eta t-e^{-i \theta} \zeta}=\frac{1}{1-\eta t}+\frac{e^{-i \theta} \zeta}{(1-\eta t)^{2}}+O\left(|\zeta|^{2}\right)
$$

and hence, on taking expectations and simplifying using (5.3), (5.13), and $\eta=o(1)$,

$$
U_{\zeta}\left(e^{i \theta}-e^{i \theta} \eta\right)-U_{\zeta}\left(e^{i \theta}\right)=\operatorname{Re} \eta \int_{0}^{1} \frac{d t}{1-\eta t}+o\left(\sigma^{2}\right)+O\left((\varepsilon+o(1))^{n}\right)
$$

Replacing $\zeta$ by zero, we also have

$$
U_{0}\left(e^{i \theta}-e^{i \theta} \eta\right)-U_{0}\left(e^{i \theta}\right)=\operatorname{Re} \int_{0}^{1} \frac{\eta d t}{1-\eta t}
$$

Since $U_{0}\left(e^{i \theta}\right)=0$ and

$$
U_{i}\left(e^{i \theta}-e^{i \theta} \eta\right)=\log \frac{1}{|1-\eta|} \geqslant 0
$$

we thus have

$$
U_{\zeta}\left(e^{i \theta}-e^{i \theta} \eta\right)-U_{\zeta}\left(e^{i \theta}\right) \geqslant-o\left(\sigma^{2}\right)-O\left((\varepsilon+o(1))^{n}\right)
$$

Combining this with (5.20), we conclude that

$$
U_{\zeta}(a)-U_{\zeta}\left(e^{i \theta}\right) \geqslant-o\left(\sigma^{2}\right)-(\varepsilon+o(1))^{n}
$$

and the claim (ii) follows from the underspill principle.
Now we prove (iii). Suppose first that $\varphi$ is non-negative. The fixed set $S$ only intersects $\partial D(0,1)$ in at most finitely many points. Thus, for any fixed $0<\delta \leqslant 1$, one can find a fixed compact subset $I$ of $\partial D(0,1) \backslash S$ whose complement in $\partial D(0,1)$ has measure at most $\delta$ with respect to the uniform probability measure $d m$ on $\partial D(0,1)$. Integrating (ii) we see that if $n$ is sufficiently large depending on $\delta, \varepsilon$ then

$$
\begin{equation*}
\left(\int_{I} \varphi d m\right) U_{\zeta}(a)-\int_{I} \varphi\left(e^{i \theta}\right) U_{\zeta}\left(e^{i \theta}\right) d m\left(e^{i \theta}\right) \geqslant-o\left(\sigma^{2}\right)-o(1)^{n} . \tag{5.21}
\end{equation*}
$$

Now, consider the expression

$$
\int_{\partial D(0,1) \backslash I} \varphi\left(e^{i \theta}\right)\left(\log \left|e^{i \theta}-\zeta\right|+\operatorname{Re}\left(e^{-i \theta} \zeta\right)\right) d m\left(e^{i \theta}\right)
$$

On the one hand, from Cauchy-Schwarz and the uniform square-integrability of the functions $e^{i \theta} \mapsto \log \left|e^{i \theta}-\zeta\right|+\operatorname{Re}\left(e^{-i \theta} \zeta\right.$ ), we can bound this quantity by $O\left(\delta^{1 / 2}\right)$ (where the implied constant can depend on $\varphi$, but is independent of $\delta$ ). On the other hand, if $|\zeta| \leqslant \frac{1}{2}$ (say), we can perform a Taylor expansion

$$
\log \left|e^{i \theta}-\zeta\right|+\operatorname{Re}\left(e^{-i \theta} \zeta\right)=O\left(|\zeta|^{2}\right)
$$

and we can bound this quantity instead by $O\left(\delta|\zeta|^{2}\right)$. Thus, for all $\zeta \in \overline{D(0,1)}$, we can obtain a bound of $O\left(\delta^{1 / 2}|\zeta|^{2}\right)$. Taking expectations and using (5.13) to dispose of the $\operatorname{Re} e^{i \theta} \zeta$ contribution, we conclude that

$$
\int_{\partial D(0,1) \backslash I} \varphi\left(e^{i \theta}\right) U_{\zeta}\left(e^{i \theta}\right) d m\left(e^{i \theta}\right)=O\left(\delta^{1 / 2} \sigma^{2}\right)+o\left(\sigma^{2}\right)+o(1)^{n} .
$$

Also, we certainly have

$$
\int_{\partial D(0,1) \backslash I} \varphi d m=O(\delta) .
$$

Combining these estimates with (5.21) and (5.16), we conclude that

$$
\left(\int_{\partial D(0,1)} \varphi d m\right) U_{\zeta}(a)-\int_{\partial D(0,1)} \varphi\left(e^{i \theta}\right) U_{\zeta}\left(e^{i \theta}\right) d m\left(e^{i \theta}\right) \geqslant-O\left(\delta^{1 / 2} \sigma^{2}\right)-o\left(\sigma^{2}\right)-o(1)^{n}
$$

where the implied constant in the $O\left(\delta^{1 / 2} \sigma^{2}\right)$ term is independent of $\delta$. Sending $\delta$ sufficiently slowly to zero, we conclude that

$$
\begin{equation*}
\int_{\partial D(0,1)} \varphi\left(e^{i \theta}\right)\left(U_{\zeta}(a)-U_{\zeta}\left(e^{i \theta}\right)\right) d m\left(e^{i \theta}\right) \geqslant-o\left(\sigma^{2}\right)-o(1)^{n} . \tag{5.22}
\end{equation*}
$$

If we apply (5.22) with $\varphi$ identically equal to 1 , we see from Jensen's formula (or (2.3)) that the contribution of the $U_{\zeta}\left(e^{i \theta}\right)$ term vanishes, giving

$$
-U_{\zeta}(a) \leqslant o\left(\sigma^{2}\right)+o(1)^{n} .
$$

From Lemma 1.6 (i), the left-hand side is positive, and we obtain (5.16). (Compare this with the argument used to rule out (4.6).) From (5.22), we now have

$$
\int_{\partial D(0,1)} \varphi\left(e^{i \theta}\right) U_{\zeta}\left(e^{i \theta}\right) d m\left(e^{i \theta}\right) \leqslant o\left(\sigma^{2}\right)+o(1)^{n}
$$

whenever $\varphi: \partial D(0,1) \rightarrow \mathbb{C}$ is fixed smooth and non-negative. Since one can add an arbitrary constant to $\varphi$ without affecting the left-hand side by Jensen's formula (or (2.3)), this inequality in fact holds for all fixed smooth real $\varphi$; replacing $\varphi$ with $-\varphi$ if necessary, we now obtain (5.15) for real $\varphi$, and the complex case now follows by the triangle inequality.

We can now finish the proof of Theorem 5.1, following the "second Fourier coefficient" strategy used to rule out (4.7). From Taylor expansion and Fourier inversion, one has

$$
\int_{0}^{2 \pi} e^{-2 i \theta} \log \frac{1}{\left|e^{i \theta}-\zeta\right|} \frac{d \theta}{2 \pi}=\frac{1}{4} \zeta^{2}
$$

for any $\zeta \in \overline{D(0,1)}$ (one can work first with $\zeta \in D(0,1)$, and then take limits, if desired). Applying Proposition 5.6 (iii) and the Fubini-Tonelli theorem, we conclude that

$$
\mathbb{E} \zeta^{2}=o\left(\sigma^{2}\right)+o(1)^{n}
$$

and in particular

$$
\begin{equation*}
\mathbb{E} \operatorname{Re}\left(\zeta^{2}\right)=o\left(\sigma^{2}\right)+o(1)^{n} \tag{5.23}
\end{equation*}
$$

To derive a contradiction from this, observe that, as $1 \leqslant|a-\zeta| \leqslant 2$, we surely have

$$
|a-\zeta|-1 \sim \log |a-\zeta|
$$

and hence, by the triangle inequality,

$$
|1-\zeta|=1+O((1-a)+\log |a-\zeta|)
$$

Thus, $\zeta$ lies within $O((1-a)+\log |a-\zeta|)$ of an element $\tilde{\zeta}$ of the $\operatorname{arc} \overline{D(0,1)} \cap D(1,1)$. In particular, using once again the crucial observation from Figure 2, the argument of $\tilde{\zeta}$ lies in either $\left[\frac{1}{3} \pi, \frac{1}{2} \pi\right]$ or $\left[-\frac{1}{2} \pi,-\frac{1}{3} \pi\right]$, so that

$$
\operatorname{Re}\left(\tilde{\zeta}^{2}\right) \leqslant-\frac{1}{2}|\tilde{\zeta}|^{2}
$$

Writing $\tilde{\zeta}$ in terms of $\zeta$ and an error of size $O((1-a)+\log |a-\zeta|)$, we conclude that

$$
\operatorname{Re}\left(\zeta^{2}\right) \leqslant-\frac{1}{2}|\zeta|^{2}+O(|\zeta|((1-a)+\log |a-\zeta|))+O\left(((1-a)+\log |a-\zeta|)^{2}\right)
$$

Using the Young inequality $|z w| \leqslant \frac{1}{2}|z|^{2}+\frac{1}{2}|w|^{2}$ for various choices of $z$ and $w$ to absorb some error terms into other terms, we conclude that

$$
\operatorname{Re}\left(\zeta^{2}\right) \leqslant-\frac{1}{4}|\zeta|^{2}+O\left((1-a)^{2}+\log ^{2}|a-\zeta|\right)
$$

(say). Thus, on taking expectations,

$$
\mathbb{E} \operatorname{Re}\left(\zeta^{2}\right) \leqslant-\frac{1}{4} \mathbb{E}|\zeta|^{2}+O\left((1-a)^{2}+\mathbb{E} \log ^{2}|a-\zeta|\right)
$$

From (5.14) and the bound $1-a=o(1)$, we have

$$
(1-a)^{2} \leqslant o\left(\sigma^{2}\right)+(\varepsilon+o(1))^{n}
$$

for any fixed $\varepsilon>0$, and hence, by the underspill principle,

$$
\begin{equation*}
(1-a)^{2} \leqslant o\left(\sigma^{2}\right)+o(1)^{n} \tag{5.24}
\end{equation*}
$$

Similarly, from (5.16) and the bound $0 \leqslant \log |a-\zeta| \lesssim 1$, we have

$$
\mathbb{E} \log ^{2}|a-\zeta| \leqslant o\left(\sigma^{2}\right)+o(1)^{n} .
$$

Using (5.3), we conclude that

$$
\mathbb{E} \operatorname{Re}\left(\zeta^{2}\right) \leqslant-\frac{1}{4}(1+o(1)) \mathbb{E}|\zeta|^{2}+o(1)^{n}
$$

which when combined with (5.23) and (5.3) gives

$$
\begin{equation*}
|\mu|^{2}+\sigma^{2}=\mathbb{E}|\zeta|^{2}=o(1)^{n} . \tag{5.25}
\end{equation*}
$$

Applying (5.24), we conclude that

$$
a=1-o(1)^{n} .
$$

But this contradicts (5.1), and thus concludes the proof of Theorem 5.1.
Remark 5.7. As an alterative to contradicting (5.1), one could now conclude from (5.25) (and the fact that there are only $n-1$ zeros of $f^{\prime}$ ) that $\zeta=o(1)^{n}$ surely holds. At this point, one could repeat the arguments of Miller [18] or Vâjâitu-Zaharescu [33], carefully keeping track of the dependence of constants on $n$, to obtain a contradiction (basically the point is that all the implied constants in the arguments in [18] can be verified to be of exponential size $O(1)^{n}$ in $n$ ). This can be used as a slightly simpler alternative to using the arguments of Chijiwa [6] or Kasmalkar [14] to cover the remaining $a^{(\infty)}=1$ cases of Theorem 1.3. We leave the details of this variant to the interested reader.

Remark 5.8. Suppose one only excludes zeros of $f$ in $D(a, 1)$, rather than $\overline{D(a, 1)}$. Then, one can check that the arguments in Theorem 3.1 still hold as long as $a \neq 0$, and the arguments in Theorem 5.1 are completely unaffected. A careful reading of the arguments in [7], [4] reveals that the ranges of Theorem 1.3 covered by those results also continue to be valid with this weaker hypothesis. As mentioned in the introduction, the case $a=0$ under this hypothesis was covered by Schmeisser [22]. Finally, the results in [18], [33], [6], [14] also apply in this setting except when $a=1$, and in the $a=1$ case the results of Rubinstein [21] show that the equality holds only for the polynomial $z^{n}-1$. Putting this all together and undoing the normalizations that $f$ be monic and $\lambda_{0}$ be real, we see that for sufficiently large degrees $n$, the only case in which Sendov's conjecture can fail with $\overline{D\left(\lambda_{0}, 1\right)}$ replaced by $D\left(\lambda_{0}, 1\right)$ is if $f(z)=c\left(z^{n}-e^{i \theta}\right)$ for some $c \in \mathbb{C} \backslash\{0\}$ and $\theta \in \mathbb{R}$. This is consistent with a conjecture of Phelps and Rodriguez [19].
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[^0]:    $\left({ }^{1}\right)$ For instance, the various appeals in this paper to unique continuation theorems for certain harmonic or holomorphic functions that emerge in an asymptotic limit could be replaced by Carleman inequalities, which are quantitative enough to be applied non-asymptotically to good effect, thus removing the need to appeal to compactness for that stage of the argument at least.
    $\left({ }^{2}\right)$ For instance, the results of Chalebgwa [4], which currently is the only result with explicit bounds that covers the case of intermediate values of $a$, only becomes non-vacuous for $n \geqslant 2.8 \times 10^{7}$.
    $\left({ }^{3}\right)$ Alternatively, one could use the framework of non-standard analysis and derive a contradiction using a single unbounded (nonstandard) degree $n$, rather than a sequence of (standard) degrees $n$ going off to infinity. Related to this, one could work with an ultrafilter of sets of natural numbers, rather than with a sequence of natural numbers that is repeatedly refined to a subsequence as the argument progresses. We leave these reformulations of the argument to the interested reader; they alter the notation used in the proofs, but do not otherwise make significant changes to the core underlying ideas of those proofs.

[^1]:    $\left({ }^{4}\right)$ As discussed in $\S 1.2$, we use "fixed" in this paper to refer to any expression that does not depend on the asymptotic parameter $n$. In the language of non-standard analysis, $a^{(\infty)}$ is the standard part of $a$.

[^2]:    ( ${ }^{7}$ ) Indeed, as remarked previously, the notation here can be viewed as a "cheap" version of nonstandard analysis; for instance, the objects that we call "fixed" here would be referred to as "standard" in the non-standard analysis formalism, quantities that are $o(1)$ here would be referred to as "infinitesimal", and so forth. See [31] for further discussion.
    $\left({ }^{8}\right)$ We freely use the axiom of choice in this paper, though with a little effort it should be possible to structure the argument so that the axiom of choice is not required.

[^3]:    $\left({ }^{9}\right)$ In particular, given a bound of the form $f(z)=O(1)$ for all $z \in K$, the implied constant in the $O(1)$ notation is automatically uniform in $z$, since otherwise one could use countable choice to locate $z=z^{(n)} \in K$ for which $f(z)=f^{(n)}\left(z^{(n)}\right)$ was unbounded in $n$. This is an example of the countable saturation (or more precisely $\aleph_{0}$-saturation) property in model theory.

[^4]:    ( ${ }^{12}$ ) In the earlier analysis of Miller [18] and Chijiwa [5], [6], [14] there is even more room (remarked upon as "quite startling" in the discussion after [18, Theorem 3]), since in this regime the zeros $\zeta$ are so close to the origin that the argument is now very close to $\pm \frac{1}{2} \pi$. However, in our situation $\zeta$ will only converge to zero in distribution, and as the example (4.2) illustrates, one can have a few zeros of $f^{\prime}$ at "macroscopic" distances from the origin that also need to be carefully treated.

