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LOCAL DIMENSIONS OF MEASURES OF FINITE TYPE ON THE
TORUS∗

KATHRYN E. HARE† , KEVIN G. HARE† , AND KEVIN R. MATTHEWS†

Abstract. The structure of the set of local dimensions of a self-similar measure has been studied
by numerous mathematicians, initially for measures that satisfy the open set condition and, more
recently, for measures on R that are of finite type.

In this paper, our focus is on finite type measures defined on the torus, the quotient space R/Z.
We give criteria which ensures that the set of local dimensions of the measure taken over points in
special classes generates an interval. We construct a non-trivial example of a measure on the torus
that admits an isolated point in its set of local dimensions. We prove that the set of local dimensions
for a finite type measure that is the quotient of a self-similar measure satisfying the strict separation
condition is an interval. We show that sufficiently many convolutions of Cantor-like measures on
the torus never admit an isolated point in their set of local dimensions, in stark contrast to such
measures on R. Further, we give a family of Cantor-like measures on the torus where the set of
local dimensions is a strict subset of the set of local dimensions, excluding the isolated point, of the
corresponding measures on R.
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1. Introduction. The local dimension of a probability measure μ defined on a
metric space, at a point x in the support of μ, is the number

dimloc μ(x) = lim
r→0

logμ(B(x, r))

log r
.

It is of interest to determine the local dimensions of a given measure as these numbers
quantify the local concentration of the measure. For self-similar measures that satisfy
the open set condition (OSC), it is well known that the set of local dimensions is a
closed interval whose endpoints are given by a simple formula.

When the OSC condition fails, the situation is more complicated, less understood
and can be quite different. Indeed, in [12], Hu and Lau discovered that when μ is the
three-fold convolution of the classic middle-third Cantor measure on R, then there is
an isolated point in the set of local dimensions, namely at x = 0, 3. This fact was
later established for other ‘overlapping’ Cantor-like measures in [1, 6, 7, 15].

These Cantor-like measures are special examples of equicontractive self-similar
measures of finite type on R, a notion introduced by Ngai and Wang [13] that is weaker
than the OSC, but stronger than the weak separation condition [14]. Such measures
have a very structured geometry, which makes them more tractable than arbitrary
self-similar measures. In [3, 4, 5], Feng conducted a detailed study of equicontractive,
self-similar measures of finite type on R, focussing primarily on Bernoulli convolutions
with contraction factors the inverse of a simple Pisot number. In [9, 11], the authors,
together with Ng, showed that if μ is a measure of finite type on R that arises from
regular probabilities and has full interval support, then the set of local dimensions of
μ at the points in any positive loop class is a closed interval and the local dimensions
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at periodic points in the loop class are dense within this interval. See Section 2.1 for a
definition of regular probabilities. Moreover, there is always a distinguished positive
loop class, known as the essential class, which has full measure and is often all but
the endpoints of the support of the measure. This is the situation for the Bernoulli
convolutions with contraction a simple Pisot inverse and the 3-fold convolution of the
middle-third Cantor measure, for instance. If the self-similar measure does not arise
from regular probabilities, it is still true that the set of local dimensions at points in
the interior of the essential class is a closed interval.

In this paper, we introduce the notion of finite type for measures on the torus T
(the quotient space R/Z) that are quotients of equicontractive, self-similar measures
on R. Examples of such measures include convolutions on the torus of Cantor measures
or Bernoulli convolutions with contraction factor the inverse of a Pisot number. These
measures are the quotients of the convolutions on R of the (initial) Cantor measures
or Bernoulli convolutions.

We develop a general method for calculating the local dimensions of finite type
measures on T and obtain a simple formula for the local dimensions at the periodic
points. With these tools, the same techniques as used for finite type measures on
R show that if the self-similar measure is associated with regular probabilities and
the quotient measure has support T, then the set of local dimensions of the quotient
measure at the points in any positive loop class is an interval. If we do not assume
regular probabilities, under a mild technical assumption it is still true that the set of
local dimensions at points in the interior of any positive essential class is an interval.
As with finite type measures on R, in either case this interval is the closure of the
local dimensions at the periodic points in the class. However, in contrast to the case
for finite type measures on R, the essential class for measures of finite type on T need
not be unique or of positive type.

We use these results to prove that if a self-similar measure of finite type on the
torus is associated with an IFS that satisfies the strong separation condition, then the
set of local dimensions of the quotient measure is not only an interval, but coincides
with the set of local dimensions of the original measure. We also give the first (as far
as we are aware) non-trivial example of a quotient measure on T whose set of local
dimensions admits an isolated point.

In [1], it was shown that the sets of local dimensions for quotients of k-fold convo-
lutions of Cantor measures with contraction factor 1/d are intervals whenever k ≥ d.
Although these quotient measures do not have an essential class of positive type, we
are able to modify our general approach to give a new proof of this fact. Moreover,
we extend this result to what we call complete quotient Cantor-like measures and also
prove that the set of local dimensions is the closure of the set of local dimensions of
periodic points.

In [7] it was explicitly shown that set of local dimensions of the 3-fold convolution
of the Cantor measure with contraction factor 1/3 on the torus is a strict subset of
the set of local dimensions at points in the essential class, (0, 3), of the corresponding
measure on R. The authors also comment that a similar proof can be used for all
d-fold convolutions of the Cantor measure with contraction factor 1/d for d ≥ 3. In
the last section we extend this result to show that for all k ≥ 0 and all d sufficiently
large the (k + d)-fold convolution of the Cantor measure with contraction factor 1/d
shares this property.
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2. Finite type quotient measures on T.

2.1. Basic definitions and notation. Assume

{Sj(x) = �x+ dj : j = 0, . . . , k}
is an iterated function system (IFS) of equicontractive similarities on R and let pj
for j ∈ A = {0, ..., k} denote probabilities, meaning pj > 0 and

∑
pj = 1. By the

associated self-similar measure μ, we mean the unique measure satisfying the identity

μ =
k∑

j=0

pjμ ◦ S−1
j . (1)

Its support is the associated self-similar set K ⊆ R, the unique non-empty compact

set satisfying K =
k⋃

j=0

Sj(K).

There is no loss of generality in assuming d0 < d1 < · · · < dk. If p0 = pk = min pj ,
then the probabilities are referred to as regular.

We first recall what it means to say such an equicontractive IFS or self-similar
measure on R is of finite type.

Definition 2.1. The iterated function system, {Sj(x) = �x+ dj : j = 0, . . . , k},
is said to be of finite type if there is a finite set F ⊆ R such that for each positive
integer n and any two sets of indices σ, τ ∈ An, either

�−n |Sσ(0)− Sτ (0)| > δ or �−n(Sσ(0)− Sτ (0)) ∈ F,

where δ = (1 − �)−1(max dj −min dj) is the diameter of K. If {Sj} is of finite type
and μ is an associated self-similar measure, we also say that μ is of finite type.

Hereafter, we will refer to this notion as ‘finite type on R’ to distinguish it from
the notion of ‘finite type on the torus’, which will be the focus of this paper and will
be defined shortly.

Measures which satisfy the open set condition are of finite type on R and measures
of finite type on R satisfy the weak open set condition [14]. The structure of finite
type measures and aspects of their multi-fractal analysis is explained in detail in
[3, 4, 5, 9, 11].

Example 2.2. The self-similar measures associated with the IFS {S0(x) = �x,
S1(x) = �x + (1 − �)} and probabilities p0 = p1 = 1/2 are known as (uniform)
Bernoulli convolutions when � > 1/2 and Cantor measures when � < 1/2. Cantor
measures satisfy the OSC. Bernoulli convolutions do not, but when � is the inverse of
a Pisot number1the measures are of finite type.

Given two measures μ, ν on R, by their convolution, μ ∗ ν, we mean the measure
on R defined by

μ ∗ ν(E) =

∫
R

μ(E − x) dν(x) for all Borel sets E ⊆ R.

The k-fold convolutions of the Bernoulli convolutions or Cantor measures are (also) the
self-similar measures associated with the IFS {Sj(x) = �x +j(1− �) : j = 0, 1, ..., k}

1A Pisot number is an algebraic integer greater than one, all of whose Galois conjugates are
strictly less than one in modulus.
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and probabilities pj =
(
k
j

)
2−k. These measures do not satisfy the OSC when k ≥ 1/�,

but are of finite type on R whenever � is the inverse of a Pisot number, such as a
positive integer [13].

By the torus, T, we mean the quotient group, R/Z. We let π denote the canonical
quotient map and denote the usual metric on T by dT. Sometimes it is convenient to
identify the torus as the group [0, 1) under addition mod 1.

Given a measure μ on R, we let μπ be the quotient measure defined by
μπ(E) = μ(π−1(E)) for any Borel set E ⊆ T. Of course, if μ has support K,
then μπ has support π(K). If μ has support contained in [0, 1], the only differ-
ence between the local dimensions of μ and μπ is that (identifying T with [0, 1))
dimloc μπ(0) = min(dimloc μ(0), dimloc μ(1)), so this situation is trivial.

Definition 2.3. The iterated function system, {Sj(x) = �x+ dj : j = 0, . . . , k},
defined on R, is said to be of finite type on the torus T if there is a finite set Λ ⊆ R

such that for each positive integer n and any two sets of indices σ, τ ∈ An, either

dT(π(Sσ(0)), π(Sτ (0))) > �nδ or dT(π(Sσ(0)), π(Sτ (0))) ∈ �nΛ,

where δ = (1− �)−1(max dj −min dj) is the diameter of the self-similar set K ⊆ R. If
the IFS is of finite type on the torus and μπ is the quotient measure of a self-similar
measure μ associated with the IFS, we also say that μπ is of finite type on T.

Later in this section we will show that quotients of the k-fold convolutions of
Bernoulli convolutions or Cantor measures with contraction factors the inverse of a
Pisot number are of finite type on T. We will also give an example of a measure
which is of finite type on R, but whose quotient is not of finite type on T. It is worth
observing that the converse cannot happen. If the measure is of finite type on the
torus, then it will be of finite type on R. To see this we note that for all σ and τ there
exists an integer k such that |Sσ(0) − Sτ (0)| = k ± dT(π(Sσ(0)), π(Sτ (0))). If k = 0
then |Sσ(0) − Sτ (0)| = dT(π(Sσ(0)), π(Sτ (0))) ∈ �nΛ. If k �= 0 and n is sufficiently
large then |Sσ(0) − Sτ (0)| > �nδ. There are only a finite number of characteristic
vectors arising from when n is not sufficently large, and hence the measure is of finite
type.

A translation argument shows there is no loss of generality in assuming d0 = 0.
We will also suppose that the diameter of the self-similar set K is an integer δ. We
will leave it to the reader to consider what modifications to our arguments need to be
made when the diameter is not an integer.

First, we introduce the important notions of quotient net intervals, neighbours
and characteristic vectors. These are motivated by the analogous ideas for measures
of finite type on R.

For each integer n ≥ 1, let 0 = h1 < h2 < · · · < hsn−1 < 1 be the collection of
elements {π(Sσ(0)), π(Sσ(δ)) : σ ∈ An} in the torus which here it is convenient to
identify with [0, 1). Put hsn = 1 and let

F (π)
n = {[hj , hj+1] : 1 ≤ j ≤ sn − 1, π−1(hj , hj+1)

⋂
K �= ∅}.

Put F (π)
0 = {[0, 1]}. Elements in F (π)

n are called the quotient net intervals of level
n. In what follows, we will often omit the adjective ‘quotient’ if this is clear from
the context. We note that these are intervals in R that are contained in [0, 1]. Each
quotient net interval Δ, of level n ≥ 1, is contained in a unique quotient net interval
Δ̂ of level n− 1, called its parent.
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There is a similar notion of net intervals for measures on R. It is worth observing

that an interval in F (π)
n may not correspond directly to a net interval of level n in R

because π(Sσ(ε1)) and π(Sτ (ε2)) may be adjacent in T without being adjacent in R.

Let Δ = [a, b] ∈ F (π)
n , n ≥ 1 and for l = 0, ..., δ−1 let Δ(l) = Δ+l. As π−1(a, b)∩K

is not empty there must be some l such that int(Δ(l))
⋂
K = (a+ l, b+ l)

⋂
K is not

empty. Put

{a1, . . . , am} = {�−n(a− Sσ(0) + l) : σ ∈ An , l ∈ N, int(Δ(l))
⋂

Sσ(K) �= ∅},

where we assume the real numbers {ai} satisfy a1 < a2 < · · · < am. By the quotient
neighbour set of Δ we mean the tuple

V (π)
n (Δ) = (a1, . . . , am).

The normalized length of Δ = [a, b] ∈ F (π)
n is denoted

	n(Δ) = �−n|b− a|.

As |Sσ(0)− Sσ(δ)| = ρnδ when σ ∈ An, it follows that for large enough n, |b − a| =
dT(a, b).

Suppose Δ̂ is the parent of Δ ∈ F (π)
n and Δ1, ...,Δj are the quotient net intervals

of level n that are also children of Δ̂, listed from left to right, with the same normalized
length and quotient neighbour set as Δ. Define rn(Δ) to be the integer r such that

Δ = Δr. By the quotient characteristic vector of Δ ∈ F (π)
n for n ≥ 1 we mean the

triple

C(π)
n (Δ) = (	n(Δ), V (π)

n (Δ), rn(Δ)).

We call (	n(Δ), V
(π)
n (Δ)) the reduced quotient characteristic vector of Δ. For n = 0,

we define

C(π)
0 ([0, 1]) = (1, (0, 1, 2, . . . , δ − 1), 1).

The reason for this choice will be clear later.
We remark that this structure depends only on the similarities {Sj}kj=0 and not

on the measure itself.
Here is a very important fact about measures of finite type on T. The same

statement (with the appropriate definitions) is known to be true for measures of finite
type on R [3].

Lemma 2.4. If the IFS is of finite type on T, then there are only finitely many
quotient characteristic vectors.

Proof. First, we will check there are only finitely many normalized lengths of
quotient net intervals. It is certainly enough to verify this for net intervals of level n

for large enough n, thus we can assume that if Δ = [a, b] ∈ F (π)
n , then ρnδ < 1/2. Since

|Sσ(0)− Sσ(δ)| ≤ ρnδ when σ ∈ An, it follows that |b− a| = dT(π(a), π(b)) ≤ ρnδ.
Suppose a = π(Sσ(0)) and b = π(Sτ (0)) for some σ, τ ∈ An (viewing T as [0, 1).)

Then

ρ−n |b− a| = ρ−ndT(π(Sσ(0)), π(Sτ (0))) ≤ ρ−nδ
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and thus by definition ρ−n |b− a| belongs to the finite set Λ. The argument is similar
if a, b are both images of δ.

Now suppose a = π(Sσ(δ)) and b = π(Sτ (0)). Since π−1(a, b) ∩K is not empty,
the definition of a net interval ensures there is some α ∈ An such that π−1[a, b] ⊆
[Sα(0), Sα(δ)]. Of course, ρ−ndT(π(Sα(0)), π(Sα(δ))) = δ. Since

dT(π(Sσ(δ)), π(Sτ (0))) = dT(π(Sσ(δ)), π(Sα(δ))) + dT(π(Sτ (0)), π(Sα(0)))

−dT(π(Sα(δ)), π(Sα(0))),

we see that ρ−n |b− a| = ρ−ndT(π(Sσ(δ)), π(Sτ (0))) belongs to the finite set Λ±Λ±Λ
(where we assume, without loss of generality, that δ ∈ Λ).

Similar, but easier, arguments apply if a = π(Sσ(0)), b = π(Sτ (δ)). Consequently,
there are only finitely many normalized lengths.

This fact guarantees that each quotient net interval has a bounded number of
children. In particular, there can only be finitely many choices for the 3rd component
of the characteristic vectors.

Lastly, we need to show there are only finitely many neighbours. So suppose
ai = ρ−n(a − Sσ(0) +l) where Δ = [a, b] and (Δ + l) ∩ Sσ(0, δ) is not empty for
σ ∈ An and integer l. This guarantees that |Sσ(0)− (a+ l)| ≤ ρnδ and therefore

ρ−n |Sσ(0)− (a+ l)| = ρ−ndT(π(Sσ(0)), π(a+ l)) ∈ Λ± Λ± Λ,

completing the proof.

2.2. Examples and Counterexamples. We begin this subsection by exhibit-
ing a family of examples of quotient measures of finite type on the torus.

Proposition 2.5. Let β be a Pisot number and Sj(x) = β−1x+dj for dj ∈ Q[β]
and j = 0, 1, 2, ..., k. Assume the self-similar set has convex hull the interval [0, δ]
with δ an integer. Then the quotient of any associated self-similar measure is of finite
type on the torus.

Lemma 2.6.Let S ⊂ Q[β] be a finite set and ΛS(β) =
{∑n

i=0 aiβ
I: ai ∈ S, n ∈ N

}
.

Then there exists a constant c > 0 such that if y, z ∈ ΛS(β), then either y = z or
|y − z| > c.

Proof. This is essentially done in [8], but we include it here for completeness.
We first observe that we can assume S ⊂ Z[β]. To see this we multiply by the

least common multiple of the denominators of the ai. This scales the constant c, but
does not alter its existence.

Thus we have that ΛS(β) ∈ Z[β]. Let σ1, σ2, . . . , σn be the Galois automorphisms
on Q[β]. Either y = z or y − z �= 0. In the latter case, we have y − z ∈ Z[β], and
hence the algebraic norm, N(y − z), is a non-zero integer. This implies that

|N(y − z)| =
∣∣∣∣∣
∏
i

σi(y − z)

∣∣∣∣∣ ≥ 1

and hence if y =
∑

ajβ
j and z =

∑
a′jβ

j , with aj , a
′
j ∈ S, then

|y − z| ≥ 1∣∣∣∏σi �=id σi(y − z)
∣∣∣ ≥

1∏
σi �=id

∣∣∣∑j σi(aj − a′j)σi(βj)
∣∣∣
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where id is the identity automorphism. Let cσ = maxa,b∈S |σ(a − b)| > 0. We have
that

|y − z| ≥ 1∏
σi �=id

∑∞
j=0 cσi

|σi(β)|j
.

As β is Pisot, |σi(β)| < 1 for all Galois actions, and hence the right hand side is
bounded below, giving the result.

Proof of Proposition 2.5. Let

F = {δ, dj − 	 : j = 0, ..., k; 	 = 0, ..., δ} ⊆ Q[β]

and consider the choices of σ, τ ∈ An such that ρ−ndT(π(Sσ(0)), π(Sτ (0))) ≤ δ.
These normalized distances are equal to βn |Sσ(0)− Sτ (0) + 	| for suitable integers
	 ∈ {−δ, ..., δ} and hence βndT(π(Sσ(0)), π(Sτ (0))) ∈ ΛF−F (β). According to Lemma
2.6, the absolute values of the non-zero elements of ΛF−F (β) are bounded away from
zero, say ≥ ε. Thus there can be at most (2δ + 1)/ε elements in ΛF−F (β) ∩ [−δ, δ].
This proves the finite type property.

Remark 2.7. If μπ, νπ are two measures on T, then their convolution (on T) is
defined by

μπ ∗ νπ(E) =

∫
T

μπ(E − x) dνπ(x)

for all Borel sets E ⊆ T. (Here the group operation is understood on the torus.) If μπ

and νπ are the quotients of measures μ and ν on R respectively, then the convolution
μπ ∗ νπ is equal to the quotient of the convolution (on R) μ ∗ ν. In other words,
(μ ∗ ν)π = μπ ∗ νπ.

From Proposition 2.5 and Remark 2.7 we immediately deduce the following:

Corollary 2.8. Any k-fold convolution (taken on T) of a Cantor measure or
Bernoulli convolution, where the contraction factor is the inverse of a Pisot number,
is of finite type on T.

However, there are also measures of finite type on R whose quotients are not of
finite type on T. Here is an example.

Example 2.9. Let � be a solution to

2(1− �)
∞∑
i=1

�i
2

= 1/2

(approximately 0.384) and consider the IFS with similarities S0(x) = �x and S1(x) =
�x+ 2(1− �). The convex hull of the self-similar set is [0, 2]. Let μ be the associated
self-similar measure. As � < 1/2, the IFS satisfies the OSC and even the strong
separation condition, and thus μ is of finite type on R. Let σ(n) = (σ0, σ1, ..., σn2)

and τ (n) = (τ0, τ1, ..., τn2) ∈ An2+1 be defined by σi2 = 1 if i �= 0, σi = 0 otherwise,
and τi = 1 − σi. The points an = Sσ(n)(0) and bn = Sτ (n)(0) are easily seen to be
symmetric about 1 with an < 1/2 and bn > 3/2. Consequently,

dT(π(an), π(bn)) = 2 |a− 1/2| = 4(1− �)

∞∑
i=n+1

�i
2 ≈ 4(1− �)�(n+1)2 .
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Hence there exists a net interval in F (π)
n2+1 with normalized length at most

≈ 4�−(n2+1)�(n+1)2(1− �) = 4(1− �)�2n.

These normalized lengths are not bounded below and hence there cannot be a finite
number of characteristic vectors. Therefore μπ is not of finite type.

2.3. Symbolic representations and the essential class(es). By an admis-
sible path we mean a finite tuple η = (γj) where each γj is the quotient characteristic

vector of Δj and Δj is the parent of Δj+1. Each Δ ∈ F (π)
n can be identified with a

unique admissible path η = η(Δ) = (γj)
n
j=0 where γ0 = C0[0, 1] and γn = Cn(Δ). We

call this the symbolic representation of Δ.
We will often write Δn(x) for a net interval of level n containing x. By the

quotient symbolic representation of x ∈ K we mean the sequence

[x] = (C0(Δ0(x)), . . . , Cn(Δn(x)), ...)

where Δn(x) ⊆ Δn−1(x). If x is an endpoint of Δn(x) for some n, then x is called a
boundary point and it can have two symbolic representations. Otherwise, the symbolic
representation of x is unique.

We can also define the notion of quotient loop classes and essential classes in
the same manner as was done for measures of finite type on R. A non-empty subset
Ω′ of quotient characteristic vectors will be called a quotient loop class if whenever
α, β ∈ Ω′, then there are quotient characteristic vectors γj , j = 1, . . . , n, such that
γ1 = α, γn = β and (γ1, . . . , γn) is an admissible path with all γj ∈ Ω′. A loop class
Ω′ is called a quotient essential class if, in addition, whenever α ∈ Ω′ and β ∈ Ω is
a child of α, then β ∈ Ω′. We say that an element x with symbolic representation
(γ0, γ1, ., , , ) is in a loop class (such as in the essential class) if there is some J such
that γj ∈ loop class for all j ≥ J .

The finite type property ensures that every element in π(K) is contained in a
quotient loop class if the associated IFS is of finite type on T.

Feng, in [5, Lemma 6.4], proved that if μ is of finite type on R, then there is
exactly one essential class. Surprisingly, this is not true for self-similar measures of
finite type on the torus, as the example below demonstrates.

Example 2.10. Consider the IFS with maps Sj(x) = x/4 + dj/5 for j = 0, ..., 4,
dj = 3j for j = 0, ..., 3 and d4 = 15 and any probabilities pj . According to Proposition
2.5 this IFS is of finite type on T. The convex hull of K is [0, 4]. Using the computer,
we determined that any corresponding quotient measure has 10 reduced quotient
characteristic vectors. From the reduced transition diagram, Figure 1, one can see
that there are two different essential classes, the first from the reduced characteristic
vector labelled 7 and the second consisting of the three reduced characteristic vectors
5, 9, 10.

Remark 2.11. In [11, Proposition 3.6] it was shown that, for self-similar mea-
sures of finite type on R, the set of points in the essential class has full μ-measure, and
full Hs-measure. Here Hs is the Hausdorff measure associated to the support of μ.
Despite not necessarily having a unique essential class, a similar proof will show that
for μπ a self-similar measure of finite type on the torus, the set of points in the union
of all essential classes of μπ will have full μπ-measure and full Hs-measure where Hs

is the Hausdorf measure associated with the support of μπ on the torus.
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Essential Class 1Essential Class 2

1

2

3

4

5

6

7

8

9

10

Fig. 1. Transition diagram for Example 2.10

3. Computing local dimensions. The upper and lower local dimensions at
a point x in the support of a probability measure μ defined on a metric space are
defined as

dimlocμ(x) = lim sup
r→0

logμ(B(x, r))

log r

dimlocμ(x) = lim inf
r→0

logμ(B(x, r))

log r
.

When the two coincide the number is known as the local dimension of μ at x.
As was the case for measures of finite type on R, there is an iterative strategy

for computing local dimensions for measures of finite type on T, based upon suitable
transition matrices.

Notation 3.1. Suppose Δ = [a, b] ∈ F (π)
n has parent Δ̂ = [c, d] ∈ F (π)

n−1 and

assume their quotient neighbour sets are V
(π)
n (Δ) = (a1, . . . , aJ) and V

(π)
n−1(Δ̂) =

(c1, . . . , cI), respectively. The quotient primitive transition matrix,

T (Cn−1(Δ̂), Cn(Δ)) = (Tji)

is the J × I matrix defined by the rule that Tji = ps if there is some σ ∈ An−1 and
integer l with Sσ(0) = c − �n−1cj + l and Sσs(0) = a − �nai + l. We set Tji = 0
otherwise.

Given the net interval Δ with symbolic representation η = (γj)
n
j=0 , we write

T (η) = T (γ0, γ1) · · · T (γn−1, γn).
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Any such product of primitive transition matrices will be called a quotient transition
matrix. By an essential primitive transition matrix, we mean a transition matrix
T (γj−1, γj) where γj−1, γj belongs to the essential class.

The definition ensures that each column of a primitive transition matrix contains
a non-zero entry. If π(K) = T, then the same statement holds for each row.

We note that as Sσs(0) = �n−1ds +Sσ(0), if Sσ(0) = c− �n−1cj + l and Sσs(0) =
a− �nai + l for integer l, then

a− �nai + l = �n−1ds + c− �n−1cj + l,

so s is uniquely determined (even if σ and l are not).

Proposition 3.2. Let μ be a self-similar measure satisfying (1). Assume the
convex hull of the self-similar set is [0, δ] and that the quotient measure μπ is of finite

type on T. Let Δ = [a, b] be a quotient net interval in F (π)
n with reduced quotient

characteristic vector (	n(Δ), (a1, ..., am)). Then

μπ(Δ) =

m∑
i=1

μ ([ai, ai + 	n(Δ)])

δ−1∑
l=0

∑
σ∈An

ai=(Sσ(0)−a−l)�−n

pσ.

Proof. Assume π−1(Δ) ∩ [0, δ] =
⋃δ−1

l=0 Δ(l) where Δ(l) = Δ + l = [a + l, b + l].
Then

μπ(Δ) = μ(π−1(Δ)) =

δ−1∑
l=0

μ(Δ(l)) =
∑
l

∑
σ∈An

pσμ(S
−1
σ (Δ(l))).

As μ is non-atomic this equals

μπ(Δ) =

δ−1∑
l=0

∑
σ∈An

Sσ(K)∩intΔ(l) �=∅

pσμ(S
−1
σ (Δ(l))).

Note that if Sσ(K) ∩ intΔ(l) �= ∅, then by definition (Sσ(0)− a− l)�−n = ai belongs
to the quotient neighbour set of Δ. Hence

μπ(Δ) =

δ−1∑
l=0

m∑
i=1

∑
σ∈An

ai=(Sσ(0)−a−l)�−n

pσμ(S
−1
σ (Δ(l))).

As Sσ(x) = a− ai�
n + l + �nx, we see that Sσ([ai, ai + 	(Δ)]) = [a+ l, b+ l]. Hence

μπ(Δ) =

δ−1∑
l=0

m∑
i=1

∑
σ∈An

ai=(Sσ(0)−a−l)�−n

pσμ([ai, ai + 	(Δ)])

=

m∑
i=1

μ([ai, ai + 	n(Δ)])

δ−1∑
l=0

∑
σ∈An

ai=(Sσ(0)−a−l)�−n

pσ
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as claimed.

Notation 3.3. For n ≥ 1, let

P (i)
n = P (i)

n (Δ) =

δ−1∑
l=0

∑
σ∈An

ai=(Sσ(0)−a−l)�−n

pσ,

Qn(Δ) = (P (1)
n , ..., P (m)

n ),

and

Q0([0, 1]) = (1, ..., 1) ∈ Rδ.

We remark that as [ai, ai + 	n(Δ)] = S−1
σ ([a+ l, b+ l]) and K

⋂
S−1
σ (a+ l, b+ l)

is not empty, we have μ([ai, ai + 	n(Δ)]) > 0. Consequently,

μπ(Δ) ∼
∑
i

P (i)
n (Δ) = ‖Qn(Δ)‖ ,

with the constants of comparability independent of Δ or n. (Here the norm of the
vector is the sum of the absolute values of the entries.)

Proposition 3.4. For all n ≥ 1, we have

Qn(Δ) = Qn−1(Δ̂)T (Cn−1(Δ̂), Cn(Δ)).

Proof. First, assume n ≥ 2. We want to show that for each i,

P (i)
n =

∑
j

P
(j)
n−1tji (2)

where T (Cn−1(Δ̂), Cn(Δ)) = (tji)

Consider a typical summand in the formula for P
(i)
n , say pσ where σ ∈ An and

�−n(a − Sσ(0) + l) = ai for suitable integer l. Put σ = σ̂s where σ̂ ∈ An−1 and
s ∈ A. As Sσ̂s(0) = a + l− �nai, by construction there is some index j such that

Sσ̂(0) = c+ l− �n−1cj . But then pσ = pσ̂ps = pσ̂tji and pσ̂ is a summand of P
(j)
n−1.

On the other hand, assume tji �= 0 and pσ̂ is a summand of P
(j)
n−1. Then there

must be some l such that Sσ̂(0) = c+ l− �n−1cj . Furthermore, there is some integer
k and τ ∈ An such that Sτ (0) = a + k− �nai and Sτ̂ (0) = c + k− �n−1cj . Assume
τ = τ̂ s. Then Sτ̂s(0) = Sτ̂ (0) + �n−1ds = Sσ̂(0) + k − l + �n−1ds = Sσ̂s(0) + k − l,
hence Sσ̂s(0) = a+ l− �nai. This observation shows that pσ = pσ̂ps is a summand of

P
(i)
n and tji = ps. Together, these observations prove (2), as required.

Now suppose n = 1. In this case, we need to show that P
(i)
1 =

∑
j tji where

(tji) = T (C0[0, 1]), C1[a, b]). By definition tji = ps if Ss(0) = a+ l−�ai and 0 = l− cj .
Thus the definition of the neighbour set of [0, 1] as {0, 1, ..., δ − 1} ensures we have

P
(i)
1 =

∑
j tji for each i.

By the matrix norm of matrix M = (Mjk) we mean ‖M‖ =
∑

jk |Mjk|. In terms
of this notation the previous results combine to yield

Corollary 3.5. There are positive constants c1, c2 such that

c1 ‖T (η)‖ ≤ μπ(Δ) ≤ c2 ‖T (η)‖
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whenever Δ ∈ F (π)
n has symbolic representation η.

Given Δn ∈ F (π)
n , we let Δn

+ and Δ−
n be the quotient net intervals of level n

sharing endpoints with Δn, (in the torus sense). If x belongs to the interior of Δn(x)
we put

Mn(x) = μπ(Δn(x)) + μπ(Δ
+
n (x)) + μπ(Δ

−
n (x)),

while if x is a boundary point of Δn(x) we put Mn(x) = μπ(Δn(x)) +μπ(Δ
′
n(x))

where Δ′
n(x) is the other net interval of level n with x as endpoint. Since all quotient

net intervals of level n have lengths comparable to ρn one can see in the same manner
as in [11, Thm. 2.6] that

dimloc μπ(x) = lim
n→∞

logMn(x)

n log ρ
,

with a similar formula for upper and lower local dimensions. In the special case that
the probabilities defining the self-similar measure are regular and π(K) = T, the same
arguments as given in [9, Lemma 3.5 - Cor. 3.7] show that if [x] = (γ0, γ1, ...), then
we have the simpler formula,

dimloc μπ(x) = lim
n→∞

logμπ(Δn(x))

n log ρ
= lim

n→∞
log ‖T (γ0, .., γn)‖

n log ρ
. (3)

In the study of finite type measures on R, periodic points played an important
role. In a similar fashion, we will say that a point x ∈ π(K) is periodic if it has
quotient symbolic representation [x] = (γ0, .., γJ , θ

−, θ−, ...) where θ is an admissible
cycle (a path whose first and last letters coincide) and θ− is the path with the last
letter of θ deleted. Any point which is a boundary point of some quotient net interval
is a periodic point.

As was the case for finite type measures in R, we have the following formula for
local dimensions of periodic points. We write L(θ−) for the length of the path θ−.

Proposition 3.6. If μπ is a measure of finite type on T and x is a periodic point
with period θ, then the local dimension exists and is given by

dimloc μπ(x) =
log sp(T (θ))

L(θ−) log �
,

where if x is a boundary point of a quotient net interval with two different symbolic
representations given by periods θ and φ of the same length, then θ is chosen with
sp(T (θ)) ≥ sp(T (φ)).

The proof is the same as in [11, Proposition 2.7] as that argument only required
the formula we have developed for μπ(Δ) and the fact that the primitive transition
matrices have a non-zero entry in each column.

We will call a quotient loop class positive if there is some path η in the loop class
for which T (η) has strictly positive entries. With the preliminary results we have
established, the same arguments as in [9, Section 5] prove the following important
result. The details are left to the reader.

Theorem 3.7. Suppose μπ is a quotient measure of finite type on T associated
with regular probabilities and with suppμπ = T. Then the set of local dimensions at
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points in any positive quotient loop class is a closed interval and the local dimensions
at the periodic points in the loop class are dense in that interval.

Remark 3.8. It was shown in [9] that for measures of finite type on R the
essential class is always a positive loop class. In the next section we will see that the
quotient essential class (even if unique) need not be positive.

This theorem can be used to see that, as with measures of finite type on R, the
sets of local dimensions of measures of finite type on T may or may not admit isolated
points. Here are some examples. The details of these examples can be found in [10].

Example 3.9. Consider ν, the convolution square (on R) of the uniform Bernoulli
convolution with contraction factor ρ the inverse of the golden mean. This is the self-
similar measure associated with the IFS with similarities ρx, ρx+1−ρ and ρx+2(1−ρ)
and probabilities 1/4, 1/2 and 1/4 respectively. In [9, Sect. 8.2] it was shown that
the set of local dimensions of ν admits an isolated point. The quotient measure,
νπ, has one essential class which is positive and hence generates an interval of local
dimensions. The quotient essential primitive transition matrices and admissible paths
precisely coincide with those of ν. It follows that the set of local dimensions of νπ at
points in the quotient essential class coincides with the interval of local dimensions of
ν at points in its essential class.

There are also two additional maximal quotient loop classes, both of which are
simple loops. These generate the same three (periodic boundary) points, namely,
0, ρ, 1− ρ. The three points have the same local dimension and it can be shown that
this value is contained in the interval of local dimensions generated by the quotient
essential class. It follows that the set of local dimensions of the quotient measure has
no isolated point.

Example 3.10. Consider the IFS {Sj(x) = x/4+dj/8 : j = 0, ..., 7} where dj = j
for j = 0, ..., 4, d5 = 7, d6 = 9 and d7 = 12. This IFS generates the self-similar set
[0, 2] and is of finite type on T. There are 10 reduced quotient characteristic vectors
and one quotient essential class which consists of one reduced quotient characteristic
vector (specifically, 4 non-reduced quotient characteristic vectors). Let μ be the self-
similar measure arising from the regular probabilities p0 = p7 = 1/2402, p1 = p2 =
1000/2402, p3 = p4 = p5 = p6 = 100/2402.We have verified that the quotient essential
class is of positive type when these probabilities are used. Computational work also
shows that

[.6283, 1.885] ⊆ {dimμπ(x) : x in essential class} ⊆ [.614, 2.053].

There are three other maximal loop classes, all of which are simple loops. Two of

these loops correspond to the single point 7/8 whose local dimension is log(100/2402)
log 4 ∼

2.293. One of these two loops corresponds to the path approaching 7/8 from the
left, and the other to the path approaching 7/8 from the right. There are countably
many points associated with the other maximal loop class, all having local dimension
∼ 2.286 (the spectral radius of the normalized transition matrix of the length one cycle
is the root of the polynomial x2 − 100x− 100, approximately 100.99). Consequently,
the set of local dimensions of μπ consists of a closed interval and two isolated points.
It is again the case that the interval in the set of local dimensions of μπ coincides with
the interval component of the set of local dimensions of μ. The two isolated points
are also both isolated points in the set of local dimensions of μ.
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A weaker result can be proven if we do not assume that the probabilities are
regular or that the support of the quotient measure is the torus. Note that by an
essential quotient transition matrix, we mean a transition matrix T (η) where the path
η belongs to the essential class. Recall that if suppμπ = T, then there is a non-zero
entry on each row of each primitive transition matrix.

Theorem 3.11. Suppose μπ is a quotient measure of finite type on T. Assume
the essential class E is positive and that each essential primitive transition matrix has
a non-zero entry in each row. Then the set of local dimensions of μπ at points in the
relative interior of E is a closed interval and the local dimensions at periodic points
from E are dense in this interval.

This follows by similar arguments to those given in [11, Sect 3.3]. (The proofs
given in Section 4.2 are also similar.)

Next, we will apply this theorem to show that finite-type quotients of self-similar
measures on R satisfying the strong separation condition have the same local dimen-
sion as the original measure. Recall that an IFS {Sj : j = 1, ..,m} with self-similar
set K is said to satisfy the strong separation condition if the sets Sj(K) are pairwise
disjoint.

Theorem 3.12. Assume the equicontractive IFS {Sj = �x + dj : j = 0, ..., k}
with k ≥ 1 satisfies the strong separation condition and is of finite type on T. Let
{pj}kj=0 be probabilities and assume μ is the associated self-similar measure and μπ is
its quotient measure. Then

{dimloc μ(x) : x ∈ K} =

[
log(max pi)

log �
,
log(min pi)

log �

]
:= I

= {dimloc μπ(x) : x ∈ π(K)}.

Proof. The first equality is well known (c.f. [2, ch. 11]), so we only need to prove
the second.

As usual, denote by [0, δ] the convex hull of the self-similar set K. Since the
IFS satisfies the strong separation condition, the Lebesgue measure of K is zero. As
π(K) can be identified with

⋃
n∈Z

(Kn −n) where Kn = K ∩ [n, n+1), it follows that
π(K) also has Lebesgue measure (on T) equal to zero. Consequently, for n sufficiently

large, the Lebesgue measure of π
(⋃

|σ|=n Sσ([0, δ])
)

< 1 and hence there must be

intervals (ai, ai+1) ⊆ (0, 1) such that both ai and ai+1 are in π
(⋃

|σ|=n Sσ([0, δ])
)
,

while (ai, ai+1)∩ π
(⋃

|σ|=n Sσ([0, δ])
)
is empty.

As π(K) is a perfect set, ai+1 is a limit point and thus there is a quotient net
interval of level n, say Δn = [ai+1, ai+2], adjacent (in the torus sense) to the empty
interval. Moreover, since (ai, ai+1) ∩ π(Sσ([0, δ])) = ∅ for all |σ| = n, we see that if
[ai+1, ai+2] ⊂ π(Sσ([0, δ])), then π(Sσ(0)) = ai+1. This implies that the neighbour of
Δn is simply the singleton (0).

Let Δn+1 be the left-most descendent of Δn. The same reasoning shows the
only neighbour of Δn+1 is the singleton (0). The same holds more generally for the
left-most descendent of each generation.

Choose 	 such that δ�n+� < |Δn| and let Δn+� be the left-most descendent of
Δn at level n+ 	. As Δn+� is the intersection of a set of size δ�n+� with Δn, we see
that Δn+� will have normalized length δ. This proves that γ = (δ, (0)) is a reduced
quotient characteristic vector.
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Assume π(Sσ([0, δ])) = Δn+�. As the IFS satisfies the strong separation condition,
we see that π(Sσi([0, δ])) are all disjoint scaled copies of Δn+�, with precisely the
same geometry. This shows that the k+ 1 children of γ have again the same reduced
characteristic vector γ. Moreover the probabilities associated to these children, in
order from left to right, are p0, p1, . . . , pk, thus the corresponding transition matrices
are these 1× 1 positive matrices.

To this point, we have proven that {γ} is one (reduced) essential class of μπ.
Next, we will show that it is the essential class. We prove this by showing γ is a
descendent of any quotient characteristic vector.

Let Δ be a net interval in F (π)
n . By an argument similar to above we see that there

exists a j such that Δ will contain a quotient net interval Δ0 = [ai+1, ai+2] ⊆ F (π)
n+j ,

that is adjacent to a set (ai, ai+1) which is disjoint from all π (Sσ([0, δ])) for |σ| = n+j.
We then proceed as before, taking the left-most descendents of Δ0 to find a quotient
net subinterval that has characteristic vector γ. Hence {γ} is the (reduced) essential
class and the essential class consists of the k + 1 vectors γj = (δ, (0), j), j = 0, ..., k.

From the previous theorem it follows that the set of local dimensions at points
in the relative interior of the essential class is a closed interval. Assume pα = min pi
and pβ = max pi. It is easy to see that [x] = (χ0, χ1, ..., χJ , γ0, γk, γα, γα, ...) and
[y] = (χ0, χ

′
1, ..., χ

′
J , γ0, γk, γβ , γβ , ...) belong to the interior of the essential class for

suitable admissible paths χ0, χ1, ..., χJ and χ0, χ
′
1, ..., χ

′
j and that

dimloc μπ(x) =
log(min pi)

log �
, dimloc μπ(y) =

log(max pi)

log �
.

Consequently, the set of local dimensions of μπ contains the interval I.

The definition of the quotient measure implies that

min
�

(dimlocμ(x+ 	)) ≤ dimloc μπ(x) ≤ min
�

(
dimlocμ(x+ 	)

)
where the minimum is taken over all integers 	 such that x + 	 ∈suppμ. Since the
upper and lower local dimensions of μ at any point in its support lie in the interval
I, it follows that the same is true for dimloc μπ(x) at any x ∈ π(K). This completes
the proof.

Remark 3.13. We remark that Example 2.9 demonstrates that satisfying the
strong separation condition and having the convex hull of the support being [0, 2] is
not enough to guarantee that the quotient measure is of finite type.

4. Quotients of Cantor-like measures of finite type.

4.1. Finite-type structure of quotients of Cantor-like measures. In this
section, we will investigate the finite type structure and local dimensions of quotients
of the Cantor-like measures associated with the IFS{

Sj(x) =
1

d
x+

j(d− 1)

d
for j ∈ Λ

}
and probabilities pj > 0, (4)

where Λ ⊆ {0, 1, ..., k} and d ≥ 3. We will assume the convex hull of K is the interval
[0, k], equivalently, 0, k ∈ Λ. The strong separation condition is satisfied if k < d− 1,
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so this case is handled by Theorem 3.12 giving the following.

Corollary 4.1. Let μπ be the quotient of the self-similar measure μ associated
with the IFS (4) with k < d− 1 and {0, k} ⊆ Λ. Then

{dimloc μπ(x) : x ∈ suppμπ} =

[− log(max pi)

log d
,
− log(min pi)

log d

]
= {dimloc μ(x) : x ∈ suppμ}.

Thus we will assume k ≥ d − 1. If Λ = {0, 1, .., k}, the associated self-similar
measures have support equal to the (full) interval [0, k], while the OSC fails if k > d−1.

In the special case that Λ = {0, 1, .., k} and the probabilities satisfy pj =
(
k
j

)
2−k,

then the associated self-similar measure on R is the k-fold convolution of the uniform
Cantor measure with contraction ratio 1/d. In this case, the corresponding quotient
measure is also equal to the k-fold convolution (taken on the torus) of the uniform
Cantor measure.

Cantor-like measures are of finite type on R (c.f. [9, 11]). In [11] this fact was used
to study their local dimensions, extending earlier work of [1, 12, 15]. For instance, it
was shown that if Λ = {0, 1, .., k}, k ≥ d and p0 < pj for all j �= 0, k, then there is an
isolated point in the set of local dimensions.

Of course, the corresponding quotient measures are also of finite type on T accord-
ing to Proposition 2.5. In this section we will prove that for many of these quotient
measures the set of local dimensions is a closed interval. Typically, the essential class
is the full torus (and hence is unique), however it is not in general of positive type, so
we cannot appeal to either Theorem 3.7 or 3.11. Rather, we will modify the previous
approach.

We begin our study of these Cantor-like measures by investigating their finite-
type structures. Observe that for all these IFS the endpoints of quotient net intervals
of level n belong to the set {jd−n : j = 0, ..., k} and their lengths are at most kd−n.
Neighbours will always belong to {0, ..., k}.

When Λ = {0, 1, ..., k} more can be said.

Lemma 4.2. Consider the IFS (4) where Λ = {0, 1, ..., k} and k ≥ d− 1.

(1) The quotient net intervals of level n are the sets [jd−n, (j + 1)d−n] for j =
0, ..., dn − 1.

(2) There is only one reduced quotient characteristic vector, namely
(1, (0, 1, ..., k − 1)). It has d (identical) children.

Proof. The iterates of 0 at level one are the points j(d − 1)/d for j = 0, ..., k.
Taking these mod 1 gives the points j/d for j = 0, ..., d− 1. The iterates of k are also
in Z/d and so taken mod 1 give no additional terms.

At step n the iterates of 0 are the points
∑n

i=1 jid
−i(d−1), where 0 ≤ ji ≤ k and

as k ≥ d − 1, taking these mod 1 again this gives all jd−n. The iterates of k add no
new terms. Thus the net intervals at each level are as claimed.

To determine the neighbours, consider the net interval [j/d, (j + 1)/d] of level
one. The neighbours are the integers of the form d (j/d+ l − SJ(0)) where l is an
integer, J ∈ {0, 1, ..., k} and[

j

d
+ l,

j + 1

d
+ l

]
⊆ [SJ(0), SJ(k)] =

[
J(d− 1)

d
,
J(d− 1) + k

d

]
. (5)
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The inequalities implied by (5) ensure that such integers are contained in {0, 1, ..., k−
1}. Easy computations show that if i ∈ {0, ..., j}, J = d−(j−i) and l = d−1−(j−i),
then i = d (j/d+ l − SJ(0)) and all the requirements are satisfied. Similarly, for
i ∈ {j +1, ..., k− 1}, we see that d (j/d+ l − SJ(0)) = i when J = i− j = l. Further,
all the additional requirements are met. This proves the neighbours are precisely the
set {0, 1, ..., k − 1}. In particular, there is are d children at level one of the parent
interval [0, 1], but only one reduced characteristic vector, (1, (0, 1, ..., k − 1)).

The same statement holds for the higher levels because of self-similarity.

Remark 4.3. We remark that even when Λ is a proper subset of {0, 1, ..., k}, the
conclusions of this lemma are often true. For instance, one can check that this is the
case if d = 4, k = 7 and Λ consists of all but one integer j chosen from {1, ..., 6}.

From here on we will restrict our attention to IFS and quotients of their self-
similar measures for which the conclusion of the lemma holds. We will refer to these
as complete quotient Cantor-like measures. Note that the support of such quotient
measures is the full torus and they have d primitive transition matrices that we label
as T (	) for 	 = 0, ..., d − 1, where 	 denotes the 	’th child from left to right. These
matrices are computed in the next lemma.

Lemma 4.4. The primitive transition matrices T (	) for 	 ∈ {0, . . . , d − 1} for a
complete quotient Cantor-like measure satisfying (4) are the k × k matrices with j, i
entry equal to

T (	)ji = ps if
	− (i− 1) + (j − 1)d

d− 1
= s with s ∈ Λ

and 0 otherwise.

Example 4.5. Consider the case when d = 4, k = 7 and Λ = {0, 1, ..., 7}. The
unique reduced characteristic vector is (1, (0, 1, ..., 6)) and there are four transition
matrices

T (0) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

p0 0 0 0 0 0 0
0 p1 0 0 p0 0 0
0 0 p2 0 0 p1 0
p4 0 0 p3 0 0 p2
0 p5 0 0 p4 0 0
0 0 p6 0 0 p5 0
0 0 0 p7 0 0 p6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T (1) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 p0 0 0 0 0 0
0 0 p1 0 0 p0 0
p3 0 0 p2 0 0 p1
0 p4 0 0 p3 0 0
0 0 p5 0 0 p4 0
p7 0 0 p6 0 0 p5
0 0 0 0 p7 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T (2) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 p0 0 0 0 0
p2 0 0 p1 0 0 p0
0 p3 0 0 p2 0 0
0 0 p4 0 0 p3 0
p6 0 0 p5 0 0 p4
0 p7 0 0 p6 0 0
0 0 0 0 0 p7 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T (3) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

p1 0 0 p0 0 0 0
0 p2 0 0 p1 0 0
0 0 p3 0 0 p2 0
p5 0 0 p4 0 0 p3
0 p6 0 0 p5 0 0
0 0 p7 0 0 p6 0
0 0 0 0 0 0 p7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

We remark that these are also the primitive transition matrices in the case that Λ
omits only one integer j other than 0 or 7, with the understanding that the entries
denoted pj have value zero.
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Proof of Lemma 4.4. The 	’th child of parent [0, 1] is the net interval
[
�
d ,

�+1
d

]
.

The j’th neighbour of [0, 1] is j − 1 and the i’th neighbour of
[
�
d ,

�+1
d

]
is i − 1. The

entry T (	)ji will be ps where s ∈ {0, ..., k} is such that

0− (j − 1) +
s(d− 1)

d
=

l

d
− (i− 1)

d
.

Solving for s yields the desired result.

The transition matrices of complete quotient Cantor-like measures have not only
a non-zero entry in each column, but also a non-zero entry in each row as the support
of the quotient measure is full.

We next permute the rows and columns of these transition matrices to produce
matrices T̃ (	) with a natural block structure, where block (i, j) for i, j ∈ {1, ..., d− 1}
has size

(⌊
k−i
d−1

⌋
+ 1

)
×
(⌊

k−j
d−1

⌋
+ 1

)
. The (i′, j′) entry of block (i, j) of T̃ (	) will

have as its entry the (i+ i′(d− 1), j+ j′(d− 1)) entry of T (	), i′ and j′ being indexed
beginning at 0. Doing this permutation is not necessary, but it makes the algebraic
manipulations simpler in what follows.

Given such a block matrix B, we will write B(i, j) for the (i, j) block. We will say
that block matrix B (with this structure) is of type r if B(i, j) �= 0 only if j − i ≡ r
mod (d− 1).

It is easy to see that the permuted transition matrix T̃ (	) is type 	 (mod (d− 1)).

Furthermore, T̃ (	) has the special property that if j − i ≡ 	 mod (d − 1), then the

matrix T̃ (	)(i, j) has at least one non-zero entry in each row and column.

Example 4.6. Consider a complete quotient Cantor-like measure with d = 4 and
k = 7. Permuting the rows and columns yields:

T̃ (0) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

p0 0 0 0 0 0 0
p4 p3 p2 0 0 0 0
0 p7 p6 0 0 0 0

0 0 0 p1 p0 0 0
0 0 0 p5 p4 0 0

0 0 0 0 0 p2 p1
0 0 0 0 0 p6 p5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T̃ (1) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 p0 0 0 0
0 0 0 p4 p3 0 0
0 0 0 0 p7 0 0

0 0 0 0 0 p1 p0
0 0 0 0 0 p5 p4
p3 p2 p1 0 0 0 0
p7 p6 p5 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T̃ (2) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 p0 0
0 0 0 0 0 p4 p3
0 0 0 0 0 0 p7
p2 p1 p0 0 0 0 0
p6 p5 p4 0 0 0 0

0 0 0 p3 p2 0 0
0 0 0 p7 p6 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T̃ (3) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

p1 p0 0 0 0 0 0
p5 p4 p3 0 0 0 0
0 0 p7 0 0 0 0

0 0 0 p2 p1 0 0
0 0 0 p6 p5 0 0

0 0 0 0 0 p3 p2
0 0 0 0 0 p7 p6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Hereafter, when we speak of a block matrix we will mean a matrix B with this
block structure of type 	 for some 	 and having the property that B(i, j) has a non-zero
entry in each row and column if j − i ≡ 	 mod (d− 1). The block matrices of type 0
will be called block diagonal. By a block positive matrix we will mean a block matrix
of type 	 with all entries of B(i, j) strictly positive for j − i ≡ 	 mod (d − 1). It is
worth noting that a block matrix of type 	 is also of type 	′ for all 	′ ≡ 	 mod (d−1).

We will say that a periodic point with period θ is a block diagonal (positive)

periodic point if the block matrix T̃ (θ) is block diagonal (and block positive).
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We record here some routine facts about block matrices (with this definition) that
follow from block multiplication and the fact that each non-zero block has a non-zero
entry in each row and column.

Lemma 4.7. Suppose A,B,C are block matrices.
(i) If A,B are types a, b respectively, then AB is a block matrix of type (a+ b)

mod(d− 1).
(ii) If B is block positive, then AB and BA are block positive.
(iii) There are positive constants c1, c

′
1, depending on B, such that

c1 ‖A‖ ≤ min(‖AB‖ , ‖BA‖) ≤ max(‖AB‖ , ‖BA‖) ≤ c′1 ‖A‖ .

(iv) If B is block positive, then there is a positive constant c0, depending on B,
such that

‖ABC‖ ≥ c0 ‖A‖ ‖C‖ .

Being a product of block matrices, every permuted transition matrix of complete
quotient Cantor-like measures is a block matrix.

Block positive matrices have further good properties.

Lemma 4.8. Suppose B is a block positive matrix.
(i) If AB is block diagonal, then there is a constant c = c(B) such that

sp(AB) ≤ ‖AB‖ ≤ c · sp(AB).

(ii) If B is block diagonal, then there is a constant c2 = c2(B) such that

‖Bn‖ ≤ c2sp(B
n) for all n.

Further, there exists an index j such that sp(Bn) = sp(B(j, j))n for all n.

Proof. (i) Assume A is type a, so B is type −a. Then B(a + j, j) is a positive
matrix for each j (here a + j should be understood mod(d − 1)) and hence by [9,
Lemma 3.15(2)] there are constants Cj such that

‖A(j, a+ j)B(a+ j, j)‖ ≤ Cjsp(A(j, a+ j)B(a+ j, j))

≤ Cjsp(AB(j, j)).

Since AB is diagonal, this is dominated by Cjsp(AB). But

‖AB‖ =
d−1∑
j=1

‖AB(j, j)‖ =
∑
j

‖A(j, a+ j)B(a+ j, j)‖ ,

so we can take c = maxj Cj(d− 1).
(ii) As each square matrix B(j, j) is positive, [9, Lemma 3.15(3)] implies that for

each j there is a constant C ′
j such that ‖B(j, j)n‖ ≤ C ′

jsp(B(j, j))n ≤ C ′
jsp(B

n) for
each n. Hence

‖Bn‖ =
∑
j

‖B(j, j)n‖ ≤ max
j

C ′
j(d− 1)sp(Bn) ≤ c2sp(B

n).
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The final comment follows because B is block diagonal.

Lemma 4.9. Suppose Λ = {0, ..., k}. The permuted transition matrix (T̃ (0)

T̃ (d− 1))k is block diagonal and positive.

Proof. It is easiest to see this if we look at (T (0)T (d−1))k. We must show that if
j ≡ i mod (d− 1), then

(
(T (0)T (d− 1))k

)
ij
> 0. Let 	0 = i and 	2k = j. Note that

(
(T (0)T (d− 1))k

)
ij

=

k∑
�1=1

· · ·
k∑

�2k−1=1

T (0)i,�1T (d− 1)�1,�2 · · ·T (0)�2k−2,�2k−1
T (d− 1)�2k−1,j

=

k∑
�1=1

· · ·
k∑

�2k−1=1

2k∏
r=1

p
�r−1−1− �r−�r−1

d−1 +τ(r)

where τ(r) = 0 if r is odd and τ(r) = 1 if r is even. It suffices to show that there
exists 	1, 	2, . . . , 	2k−1 such that

2k∏
r=1

p
�r−1−1− �r−�r−1

d−1 +τ(r)
> 0. (6)

We will define the 	r inductively. We set 	0 = i. We define

	r =

⎧⎨
⎩
	r−1 + (d− 1) if 	r−1 + (d− 1) ≤ j and 	r−1 + τ(r) ≥ 2
	r−1 − (d− 1) if 	r−1 − (d− 1) ≥ j and 	r−1 + τ(r) ≤ k

	r−1 otherwise
.

Recall that 1 ≤ i, j ≤ k.
• If 	r = 	r−1+(d−1), then 	r−1+τ(r) ≥ 2 and 	r−1 < j so 	r−1+τ(r) ≤ j ≤ k.

Thus 	r−1−1− �r−�r−1

d−1 + τ(r) = 	r−1−1−1+ τ(r) ∈ {0, 1, · · · , k−1}, hence
the associated probability is non-zero.

• If 	r = 	r−1 − (d − 1), then 	r−1 + τ(r) ≤ k and 	r−1 > j, so 	r−1 − 1 −
�r−�r−1

d−1 + τ(r) = 	r−1 − 1 + 1 + τ(r) ∈ {1, · · · , k} and hence the associated
probability is non-zero.

• If 	r = 	r−1 then 	r−1 − 1− �r−�r−1

d−1 + τ(r) = 	r−1 − 1 + τ(r) ∈ {0, 1, · · · , k}
and again the associated probability is non-zero.

We note that for r even we always have 	r−1 + τ(r) ≥ 2 and for r odd we always
have 	r−1 + τ(r) ≤ k. If i = 	0 < j, say j = i +m(d − 1) for m ≥ 1, then 	t = j for
t ≥ 2m and therefore 	2k = j. A similar statement holds if i = 	0 > j and, of course,
if i = j, then 	r = i = j for all r.

Hence equation (6) is satisfied which proves the result.

When Λ is a proper subset of {0, ..., k}, it is still possible for this transition
matrix to be positive. For example, this can easily be seen to be true in the case that
d = 4, k = 7, pj = 0 for one of j = 1, ..., 6.

Another simple, but useful, fact is the following. By an interior periodic point,
we mean a periodic point that is not a boundary point.

Lemma 4.10. Assume the complete quotient Cantor-like measure admits a per-
muted transition matrix that is block positive. Then there is a finite set F of block
(permuted) transition matrices such that for each block matrix A there is some B ∈ F
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so that AB and BA are block positive and diagonal and, furthermore, any periodic
point with period θ satisfying T̃ (θ) = AB or BA is an interior periodic point.

Proof. Let F denote any block diagonal and positive permuted transition matrix.
This is guaranteed to exist since the product of a block positive matrix with any block
matrix is still block positive. For each r = 1, ..., d−1, let Br be a block matrix of type
r. Put F = {FB1Br−1 : r = 0, 1, ..., d−2}. The matrices FB1Br−1 are block positive
and type r. If A is any block matrix, it has type −r for some r = 1, ..., d − 1 and
hence FB1Br−1A and AFB1Br−1 are block diagonal, positive matrices. The choice
of B1Br−1 ensures that they give rise to interior periodic points.

4.2. Local dimensions for complete quotient Cantor-like measures. In
this section we prove that the set of local dimensions for all complete quotient Cantor-
like measures which admit a block positive transition matrix is an interval. We will
also prove that the local dimensions at the interior, positive periodic points are dense.

We begin by proving that the local dimensions at periodic points are dense in the
set of all local dimensions.

Theorem 4.11. Assume μπ is a complete quotient Cantor-like measure which
admits a block positive transition matrix. Then the set of local dimensions at block
diagonal, positive, interior periodic points is dense in the set of all local (upper or
lower) dimensions of μπ.

Proof. Fix x ∈ T. We will see how to approximate the lower local dimension of
μπ at x by the local dimensions of block diagonal, positive, interior periodic points.
The other cases are similar.

Fix a subsequence (n�) such that

dimlocμπ(x) = lim
�

logMn�
(x)

n� log(1/d)
.

For each n�, let Δ
′
n�

denote a choice of Δn�
(x), Δ+

n�
(x), Δ−

n�
(x) such that μπ(Δ

′
n�
) ≤

Mn�
(x) ≤ 3μπ(Δ

′
n�
) and let (γ

(�)
0 , ..., γ

(�)
n� ) be the symbolic representation of Δ′

n�
.

Then

dimlocμ(x) = lim
�

log
∥∥∥T̃ (γ(�)

0 , ..., γ
(�)
n� )

∥∥∥
n� log(1/d)

.

For notational ease, let A� = T̃ (γ
(�)
0 , ..., γ

(�)
n� ) and choose a block positive matrix B�

from the finite set F of Lemma 4.10 so that A�B� is block diagonal and if the periodic
point y� with period θ� satisfies T̃ (θ�) = A�B�, then y� is a block diagonal, positive,
interior periodic point.

By Lemma 4.8 there is a constant c, which depends only on the finite set F , such
that

sp(A�B�) ≤ ‖A�B�‖ ≤ c · sp(A�B�).

Thus for each 	 there is a constant c� so that c� ‖A�B�‖ = sp(A�B�), where c� is
bounded above and below from zero. Similarly, by Lemma 4.7 there is a constant c′�,
bounded above and below, such that ‖A�B�‖ = c′� ‖A�‖. Moreover,

dimμπ(y�) =
log sp(A�B�)

L(θ−� ) log(1/d)
=

log(c�c
′
� ‖A�‖)

L(θ−� ) log(1/d)
.
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But L(θ−� ) = n�+L(B�) (where by L(B�) we mean the number of permuted primitive
transition matrices whose product is B�) and L(B�) is bounded because B� is chosen
from a finite set. Thus an easy calculation shows that∣∣∣∣dimμπ(y�)− log ‖A�‖)

n� log(1/d)

∣∣∣∣ → 0 as 	 → ∞

and therefore dimμπ(y�) → dimlocμπ(x).

Theorem 4.12. Assume μπ is a complete quotient Cantor-like measure which ad-
mits a block positive transition matrix. Suppose y, z are block diagonal, positive, inte-
rior periodic points. Given any real number R, with dimloc μπ(y) < R < dimloc μπ(z),
and ε > 0 there is a periodic point x with

|R− dimloc μπ(x)| < ε.

Proof. Assume y has period φ and z period θ where A = T̃ (φ) and B = T̃ (θ)
are block diagonal and positive. Given R as above, choose 0 < t < 1 such that
R = t dimloc μπ(y) + (1− t) dimloc μπ(z). Choose integers n�,m� → ∞ such that

L(φ−)n�

L(φ−)n� + L(θ−)m�
→ t.

Let α = sp(A) and β = sp(B) and assume α = sp(A(j, j)) and β = sp(B(i, i)). With
this notation,

R =
t logα

L(φ−) log(1/d)
+

(1− t) log β

L(θ−) log(1/d)
.

Choose block positive matrices M,N from the finite set F of Lemma 4.10 so that
M is type j − i and N is type i− j.

By Lemmas 4.7 and 4.8 and the block structure, there are positive constants c, c′,
independent of 	, which may vary from one occurrence to another, such that

sp(Bm�MAn�N) ≥ c ‖Bm�MAn�‖ ≥ c ‖Bm�MAn�(i, j)‖
= c ‖Bm�(i, i)M(i, j)An�(j, j)‖
≥ c ‖Bm�(i, i)‖ ‖An�(j, j)‖ ≥ cβm�αn� .

On the other hand, as A,B are both block diagonal and positive, we also have

sp(Bm�MAn�N) ≤ c′ ‖Bm�‖ ‖An�‖ ≤ c′βm�αn� .

It follows that if we let x� be the interior periodic point with period Bm�MAn�N ,
then

lim
�

dimloc μπ(x�) = lim
�

log sp(Bm�MAn�N)

(L(θ−)m� + L(φ−)n� + L(M) + L(N)) log(1/d)

= lim
�

m� log β + n� logα

(L(θ−)m� + L(φ−)n�) log(1/d)
= R.

Theorem 4.13. Assume μπ is a complete quotient Cantor-like measure which
admits a block positive transition matrix. Suppose xn are block diagonal, positive,
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interior periodic points. Then there is some x ∈ T such that

dimlocμπ(x) = lim sup
n

dimloc μπ(xn)

dimlocμπ(x) = lim inf
n

dimloc μπ(xn).

Proof. Assume xn has period θn with T̃ (θn) block diagonal and positive. Let

S = lim
log(spT̃ (θn))

L(θ−n ) log(1/d)
and I = lim

log(spT̃ (θn))

L(θ−n ) log(1/d)
.

By passing to a subsequence, we can assume

dimloc μπ(x2n) =
log(spT̃ (θ2n))

L(θ−2n) log(1/d)
→ S

and

dimloc μπ(x2n+1) =
log(spT̃ (θ2n+1))

L(θ−2n+1) log(1/d)
→ I.

We will define a rapidly increasing sequence (in) and then put x to be

x = (γ0, θ1, ..., θ1︸ ︷︷ ︸
i1

, θ2, ..., θ2︸ ︷︷ ︸
i2

, θ3, ..., θ3︸ ︷︷ ︸
i3

, ...).

The sequence (in) will be inductively defined, with in depending on ij , θj for j =
1, ..., n− 1, θn and θn+1. The choice will be clear from the arguments that follow.

The proof that x has the required properties is similar to that of [9, Theorem 5.5]
and [11, Theorem 3.13]. We only sketch the main ideas here.

Put Nn = 1 +
∑n

j=1 ijL(θ
−
j ) so that

ΔNn(x) = (γ0, θ1, ..., θ1︸ ︷︷ ︸
i1

, θ2, ..., θ2︸ ︷︷ ︸
i2

, ..., θn, ..., θn︸ ︷︷ ︸
in

).

Since xn is an interior point, ΔNn
(x), Δ+

Nn
(x), Δ−

Nn
(x) have a common ances-

tor (γ0, θ1, ..., θ1︸ ︷︷ ︸
i1

, θ2, ..., θ2︸ ︷︷ ︸
i2

, ..., θn, ..., θn︸ ︷︷ ︸
in−1

) = ΔNn−L(θ−n )(x). Applying Corollary 3.5 and

Lemma 4.7 there are constants an, bn, cn depending on ij , θj , j = 1, ..., n− 1 and θn,
so that

MNn(x) = anμπ(ΔNn−L(θ−n )(x))

= bn

∥∥∥∥∥∥T̃ (γ0, θ1, ..., θ1︸ ︷︷ ︸
i1

, ..., θn, ..., θn︸ ︷︷ ︸
in−1

)

∥∥∥∥∥∥ = cn

∥∥∥T̃ (θn)in−1
∥∥∥ .

By choosing in large enough we can ensure that∣∣∣∣∣∣
log

∥∥∥T̃ (θn)in−1
∥∥∥

L(θ−n )(in − 1)
− log(spT̃ (θn))

L(θ−n )

∣∣∣∣∣∣ → 0,
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|an|+ |bn|+ |cn|
in

→ 0

and

L(θ−n )(in − 1)

Nn
→ 1.

Consequently, ∣∣∣∣∣ logMNn
(x)

Nn log(1/d)
− log(spT̃ (θn))

L(θ−n ) log(1/d)

∣∣∣∣∣ → 0

as n → ∞. It follows that
logMNn (x)
Nn log(1/d) tends to S and I along the even and odd

subsequences. This shows that dimlocμπ(x) ≥ S and dimlocμπ(x) ≤ I.

Now consider arbitrary

N = 1 +

n∑
j=1

ijL(θ
−
j ) + qn+1L(θ

−
n+1) + r

where 0 ≤ qn+1 < in+1, 0 ≤ r < L(θ−n+1) and r > 0 if qn+1 = 0. Then ΔN (x), Δ+
N (x),

Δ−
N (x) have common ancestor ΔJN

(x) where

JN = 1 +

n∑
j=1

ijL(θ
−
j ) + (qn+1 − 1)L(θ−n+1)

if qn+1 > 1 and JN = 1+
∑n−1

j=1 ijL(θ
−
j )+(in−1)L(θ−n ) otherwise. Similar arguments

to above show that we should study the limiting behaviour of

logμπ(ΔJN
(x))

N log(1/d)
,

hence it suffices to study the limiting behaviour of

En =

log

∥∥∥∥∥∥∥T̃ (γ0, θ1, ..., θ1︸ ︷︷ ︸
i1

, ..., θn, ..., θn︸ ︷︷ ︸
in

, θn+1, ..., θn+1︸ ︷︷ ︸
qn+1−1

)

∥∥∥∥∥∥∥
N log(1/d)

,

(with suitable modifications if qn+1 = 0, 1). Applying Lemma 4.7(iv), with the pos-

itive matrix T̃ (θn) as the matrix B, there is a constant c0(n), depending on ij , θj ,
j = 1, ..., n− 1 and θn such that En dominates

log c0(n) + log
∥∥∥T̃ (θn)in−1

∥∥∥+ log
∥∥∥T̃ (θn+1)

qn+1−1
∥∥∥

N log(1/d)

≥ log c0(n)

N log(1/d)
+

log sp(T̃ (θn))
in−1

N log(1/d)
+

log sp(T̃ (θn+1))
qn+1−1

N log(1/d)
.
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Choose a sequence (εn) tending to 0. For in sufficiently large,
∣∣∣ log c0(n)
N log(1/d)

∣∣∣ < εn. Fur-

thermore, with possibly larger in we have

log sp(T̃ (θn+1))
qn+1−1

N log(1/d)
=

log sp(T̃ (θn+1))
qn+1−1

(qn+1 − 1)L(θ−n+1) log(1/d)

(qn+1 − 1)L(θ−n+1)

N

≥ log sp(T̃ (θn+1))

L(θ−n+1) log(1/d)
tn − εn

for

tn =
qn+1L(θ

−
n+1) + r

N
.

As 1− tn = 1 +
∑n

j=1 ijL(θ
−
j ) , we similarly have

log sp(T̃ (θn))
in−1

N log(1/d)
≥ log sp(T̃ (θn))

L(θ−n ) log(1/d)
(1− tn)− εn.

Thus

En ≥ log sp(T̃ (θn))

L(θ−n ) log(1/d)
(1− tn) +

log sp(T̃ (θn+1))

L(θ−n+1) log(1/d)
tn − 3εn.

Appealing to Lemma 4.8(ii), we similarly deduce that for large enough in

En ≤
log

∥∥∥T̃ (θn)in∥∥∥+ log
∥∥∥T̃ (θn+1)

qn+1−1
∥∥∥

N log(1/d)
+ εn

≤ log sp(T̃ (θn))
in

N log(1/d)
+

log sp(T̃ (θn+1))
qn+1−1

N log(1/d)
+ 2εn

≤ log sp(T̃ (θn))

L(θ−n ) log(1/d)
(1− tn) +

log sp(T̃ (θn+1))

L(θ−n+1) log(1/d)
tn + 3εn.

Together these estimates show that En lies within 3εn of the same convex combina-

tions of log sp(˜T (θn))

L(θ−n ) log(1/d)
and log sp(˜T (θn+1))

L(θ−n+1) log(1/d)
. This proves that lim inf En and lim supEn

lie in the interval [I, S] and hence the same is true for dimlocμπ(x) and dimlocμπ(x).

Combining these results we immediately deduce the following.

Corollary 4.14. The set of (upper, lower) local dimensions of any complete
quotient Cantor-like measure that admits a block positive transition matrix is the closed
interval which is the closure of the set of local dimensions at block diagonal, positive,
interior periodic points. In particular, if μπ is the quotient of the self-similar measure
μ associated with the IFS (4) with k ≥ d− 1 and Λ = {0, 1, ..., k}, then the set of local
dimensions is a closed interval.

4.3. Bounds on the local dimensions of Cantor-like measures. In [7] it
was shown that the set of local dimensions of the quotient of the 3-fold convolution
of the middle third Cantor measure ν, is a proper subset of the interval component of
the set of local dimensions of ν. In this subsection, we will see that this is true, more
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generally, for quotients of (d+ k)-fold convolutions of uniform Cantor measures with
contraction factor 1/d, provided d is sufficiently large.

For matrix M, let ‖M‖min = minj
∑

i |Mij | denote the minimum column
sum. Of course, ‖M‖ ≥ ‖M‖min and in [11] it is observed that ‖M1M2‖min ≥
‖M1‖min ‖M2‖min.

There is a refinement of this for block matrices. Let T be a block matrix with D
non-zero blocks and recall that by T (i, j) we mean the block (i, j) submatrix of T .
The arithmetic/geometric mean inequality implies that

‖T‖ ≥
∑
(i,j)

non-zero blocks

‖T (i, j)‖min

≥ D

⎛
⎜⎜⎝ ∏

(i,j)
non-zero blocks

‖T (i, j)‖min

⎞
⎟⎟⎠

1/D

≥

⎛
⎜⎜⎝ ∏

(i,j)
non-zero blocks

‖T (i, j)‖min

⎞
⎟⎟⎠

1/D

.

More generally, for block matrices Tk,

‖T1T2 · · · Tt‖ ≥

⎛
⎜⎜⎝ ∏

(i,j)
non-zero blocks of T1T2...Tt

‖T1T2 · · · Tt(i, j)‖min

⎞
⎟⎟⎠

1/D

=

⎛
⎜⎜⎝ ∏

(i,j)
non-zero blocks of T1T2...Tt

t∏
k=1

‖Tk(ik, jk)‖min

⎞
⎟⎟⎠

1/D

=

⎛
⎜⎜⎝

t∏
k=1

∏
(i,j)

non-zero blocks of Tk

‖Tk(i, j)‖min

⎞
⎟⎟⎠

1/D

where T1T2 · · · Tt(i, j) =
∏t

k=1 Tk(ik, jk).

Combined with (3), this observation directly yields the following upper bound on
local dimensions.

Proposition 4.15. Suppose μπ is a complete quotient Cantor-like measure with
contraction factor 1/d and regular probabilities. If

⎛
⎝ ∏

(i,j) non-zero blocks

∥∥∥T̃ (	)(i, j)∥∥∥
min

⎞
⎠

1/(d−1)

≥ θ
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for each primitve transition matrix T̃ (	), then

sup
x

dimloc μπ(x) ≤ log θ

log 1/d
.

Proposition 4.16. Let d, k be non-negative integers with d ≥ 3 and let ν =
ν(d, k) be the (d+k)-fold convolution of the uniform Cantor measure with contraction
factor 1/d and νπ the associated measure on the torus. For any fixed k,

{dimloc νπ(x) : x ∈ supp νπ} � {dimloc ν(x) : x ∈ supp ν, x �= 0, d+ k}

provided d is sufficiently large.

Proof. It is easy to see that

{dimloc νπ(x) : x ∈ supp νπ} ⊆ {dimloc ν(x) : x ∈ supp ν, x �= 0, d+ k}

by noting that

min
�

(dimlocμ(x+ 	)) ≤ dimloc μπ(x) ≤ min
�

(
dimlocμ(x+ 	)

)
.

Hence we need only show the strict inclusion. In fact, we will show that
supx dimloc νπ(x) < supx �=0,d+k dimloc ν(x).

There is no loss in assuming k ≤ d − 2. In this case, [1, Thm. 6.1] gives the
formula

sup
x �=0,d+k

dimloc ν(x) =
log β

log 1/d

for

β =
pr+d+1 + pr +

√
(pr+d+1 − pr)2 + 4pr+1pr+d

2
,

where r =
[
k
2

]
and

pj =

(
d+ k

j

)
2−(d+k).

Using the bound
(
d+k
j

) ≤ (d + k)j for j ≤ (d + k)/2 one can easily verify that

β ≤ C0(d+ k)k/2+12−(d+k) for a constant C0 independent of d. Thus

sup
x �=0,d+k

dimloc ν(x) ≥ log 2d+k − logC0(d+ k)k/2+1

log d
. (7)

Next, we will apply Proposition 4.15 to find an upper bound on dimloc νπ(x).

For this, we will need to obtain lower bounds on
∥∥∥T̃ (	)(i, j)∥∥∥

min
for the primitive

transition matrices T̃ (	), 	 = 0, ..., d − 1. Each of these block matrices has d − 1
non-zero blocks (i, j) where j − i ≡ 	 mod (d− 1). We recall that the (i, j) block is

of size
([

d+k−i
d−1

]
+ 1

)
×
([

d+k−j
d−1

]
+ 1

)
and so has either one or two rows, the latter
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if and only if i ≤ k + 1, and similarly for the columns. A calculation shows that the
(i′, j′) entry of block (i, j) is equal to pi−1−j′+i′d if j ≥ i and pi−j′+i′d if j < i.

First, suppose block (i, j) has one row (hence i > k + 1). Then the j′ - column
sum is either pi−1−j′ (when j ≥ i) or pi−j′ (when j < i). If there is also only one
column (equivalently, j > k + 1), then

∥∥∥T̃ (	)(i, j)∥∥∥
min

≥
{

pi−1 if k + 1 < i ≤ (d+ k)/2
pi if i > (d+ k)/2

.

If, instead, the block has two columns (when j ≤ k + 1 and therefore j < i), we
obtain the same conclusion for the minimum column sum.

Otherwise, block (i, j) has two rows, (i.e., i ≤ k+1 ≤ (d+k)/2). Similar reasoning

shows that then
∥∥∥T̃ (	)(i, j)∥∥∥

min
≥ min(pi−2, 2

−(d+k)). Thus

∏
(i,j) non-zero blocks

∥∥∥T̃ (	)(i, j)∥∥∥
min

≥
k+1∏
i=2

pi−2

[ d+k
2 ]∏

i=k+2

pi−1

d−1∏
i>[ d+k

2 ]

pi

≥ 1

pk

[ d+k
2 ]−1∏
i=0

pi

d−1∏
i>[ d+k

2 ]

pi.

Let t = k + 2. For large enough d, pk ≤ pk+1 and
(
d+k
t

) ≥ (d+ k)t−1. Of course,(
d+k
s

) ≥ (
d+k
t

)
for t ≤ s ≤ [

d+k
2

]
and for s >

[
d+k
2

]
, ps = pd+k−s. Applying these

facts, it follows that

∏
(i,j)

∥∥∥T̃ (	)(i, j)∥∥∥
min

≥ 2−(d+k)(d−1)

[ d+k
2 ]−1∏

i=k+3

(
d+ k

i

) d−3∏
i>[ d+k

2 ]

(
d+ k

i

)

≥ 2−(d+k)(d−1)(d+ k)t(d−6−k).

Thus for sufficiently large d,

⎛
⎝∏

(i,j)

∥∥∥T̃ (	)(i, j)∥∥∥
min

⎞
⎠

1/(d−1)

≥ 2−(d+k)(d+ k)3(k+2)/4.

It follows from Proposition 4.15 and (7) that for large enough d,

sup
x

dimloc νπ(x) ≤ log 2−(d+k)(d+ k)3(k+2)/4

log 1/d

=
log 2d+k − log(d+ k)3(k+2)/4

log d

< sup
x �=0,d+k

dimloc ν(x).

Remark 4.17. We conjecture that when 3 ≤ d ≤ m, the set of local dimensions of
the quotient of the m-fold convolution of a uniform Cantor measure with contraction
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factor 1/d is a proper subset of the set of local dimensions at essential points of the
pre-quotient measure. We have checked this numerically for all 3 ≤ d ≤ m ≤ 10. See
[10, Table S1]. Numerical evidence suggests this is also true for m = d− 1 for d ≥ 4.
It is known by Theorem 3.12 that the two sets of local dimensions will be equal for
m < d− 1.

REFERENCES

[1] C. Bruggeman, K. E. Hare and C. Mak, Multi-fractal spectrum of self-similar measures with
overlap, Nonlinearity, 27 (2014), pp. 227–256.

[2] K. Falconer, Techniques in fractal geometry, John Wiley and Sons, New York, 1997.
[3] D.-J. Feng, Smoothness of the Lq-spectrum of self-similar measures with overlaps, J. London

Math. Soc., 68 (2003), pp. 102–118.
[4] D.-J. Feng, The limited Rademacher functions and Bernoulli convolutions asociated with Pisot

numbers, Adv. in Math., 195 (2005), pp. 24–101.
[5] D.-J. Feng, Lyapunov exponents for products of matrices and multifractal analysis. Part II:

General matrices, Isr. J. Math., 170 (2009), pp. 355–394.
[6] D.-J. Feng and K.-S. Lau, Multi-fractal formalism for self-similar measures with weak sepa-

ration condition, J. Math. Pures Appl., 92 (2009), pp. 407–428.
[7] V. P.-W. Fong, K. E. Hare and D. Johnstone, Multi-fractal analysis for convolutions of

overlapping Cantor measures, Asian J. Math., 15 (2011), pp. 53–70.
[8] A. M. Garsia, Arithmetic properties of Bernoulli convolutions, Trans. Amer. Math. Soc., 102

(1962), pp. 409–432.
[9] K. E. Hare, K. G. Hare and K. Matthews, Local dimensions of measures of finite type, J.

Fractal Geom., 3:4 (2016), pp. 331-376.
[10] K. E. Hare, K. G. Hare and K. R. Matthews, Local dimensions of finite type on the torus

– supplementary information, arXiv:1607.03515.
[11] K. E. Hare, K. G. Hare and M. K. S. Ng, Local dimensions of measures of finite type II:

Measures without full support and with non-regular probabilities, Canad. J. Math., 70:4
(2018), pp. 824-867.

[12] T.-Y. Hu and K.-S. Lau, Multi-fractal structure of convolution of the Cantor measure, Adv.
App. Math., 27 (2001), pp. 1–16.

[13] S. M. Ngai and Y. Wang, Hausdorff dimension of self-similar sets with overlaps, J. London
Math. Soc., 63 (2001), pp. 655–672.

[14] N. T. Nguyen, Iterated function systems of finite type and the weak separation property, Proc.
Amer. Math. Soc., 130 (2001), pp. 483–487.

[15] P. Shmerkin, A modified multi-fractal formalism for a class of self-similar measures with
overlap, Asian J. Math, 9 (2005), pp. 323–348.



156 K. E. HARE, K. G. HARE AND K. R. MATTHEWS



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType true
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 100
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 100
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


