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#### Abstract

For any $n \in \mathbb{Z}_{\geq 2}$, let $\mathfrak{m}_{n}$ be the subalgebra of $\mathfrak{s p}_{2 n}$ spanned by all long negative root vectors $X_{-2 \varepsilon_{i}}, i=1, \ldots, n$. Then $\left(\mathfrak{s p}_{2 n}, \mathfrak{m}_{n}\right)$ is a Whittaker pair in the sense of a definition given by Batra and Mazorchuk. In this paper, we use differential operators to study the category of $\mathfrak{s p}_{2 n}$-modules that are locally finite over $\mathfrak{m}_{n}$. We show that when $\mathbf{a} \in\left(\mathbb{C}^{*}\right)^{n}$, each non-empty block $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi \mu}$ with the central character $\chi_{\mu}$ is equivalent to the Whittaker category $\mathcal{W}^{\mathbf{a}}$ of the even Weyl algebra $\mathcal{D}_{n}^{e v}$ which is semi-simple. Any module in $\mathcal{W H}_{\mathbf{a}}^{\chi \mu}$ has the minimal Gelfand-Kirillov dimension $n$. We also characterize all possible algebra homomorphisms from $U\left(\mathfrak{s p}_{2 n}\right)$ to the Weyl algebra $\mathcal{D}_{n}$ under a natural condition.


## 1. Introduction

Among the representation theory of Lie algebras, Whittaker modules are interesting non-weight modules which play an important role in the classification of irreducible modules for several Lie algebras. Whittaker modules were first introduced by Arnal and Pinzcon for $\mathfrak{s l}_{2}(\mathbb{C})$, see [AP]. The classification of the irreducible modules for $\mathfrak{s l}_{2}(\mathbb{C})$ in $[B]$ illustrates the importance of Whittaker modules. It was shown that irreducible $\mathfrak{s l}_{2}(\mathbb{C})$-modules can be divided into three families: weight modules, Whittaker modules, and modules obtained from irreducible elements in a noncommutative domain. Kostant studied Whittaker modules for any complex semisimple Lie algebra $\mathfrak{g}$ in $[\mathrm{K}]$. Whittaker modules defined by Kostant are closely associated with the triangular decomposition $\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$of $\mathfrak{g}$. Every Whittaker module depends on a Lie algebra homomorphism $\psi: \mathfrak{n}_{+} \rightarrow \mathbb{C}$. The map $\psi$ is called non-singular if $\psi\left(x_{\alpha}\right) \neq 0$ for any simple root vector $x_{\alpha}$. Kostant gave a classification of all simple non-singular Whittaker modules. Some results on complex semisimple
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Lie algebras have been generalized to other algebras with triangular decompositions. For example, for Whittaker modules over algebras related to the Virasoro algebra, one can see [OW1], [OW2], [GLZ], [LPX], [LWZ] and [TWX]. Whittaker modules over quantum groups $U_{h}(\mathfrak{g}), U_{q}\left(\mathfrak{s l}_{2}\right)$ and $U_{q}\left(\mathfrak{s l}_{3}\right)$ were studied in $[\mathrm{S}],[\mathrm{OM}]$ and [XGL], respectively. Whittaker modules have also been studied for generalized Weyl algebras by Benkart and Ondrus, see [BO]. Whittaker modules for non-twisted affine Lie algebras and several similar algebras were studied in [ALZ], [C], [CF], [CJ] and [GZ]. In [BM], Batra and Mazorchuk have constructed a more general framework to describe the Whittaker modules. They considered Whittaker pairs ( $\mathfrak{g}, \mathfrak{n}$ ) of Lie algebras, where $\mathfrak{n}$ is a quasi-nilpotent Lie subalgebra of $\mathfrak{g}$ such that the adjoint action of $\mathfrak{n}$ on the quotient $\mathfrak{g} / \mathfrak{n}$ is locally nilpotent, and studied the category $\mathcal{W H}$ of $\mathfrak{g}$-modules such that $\mathfrak{n}$ acts locally finitely. Under this general Whittaker set-up in $[\mathrm{BM}]$, they also determined a block decomposition of the category $\mathcal{W H}$ according to the action of $\mathfrak{n}$. The characterizations of each block for most Lie algebras are still open.

Differential operators are important tools for studying representations of Lie algebras. To construct explicit representations of a Lie algebra $\mathfrak{g}$ by differential operators, it is actually to find algebra homomorphisms from $U(\mathfrak{g})$ to the Weyl algebra $\mathcal{D}_{n}$. Let $\mathfrak{m}_{n}$ be the subalgebra of $\mathfrak{s p}_{2 n}$ spanned by root vectors $X_{-2 \varepsilon_{i}}$, $i \in\{1, \ldots, n\}$. Then $\left(\mathfrak{s p}_{2 n}, \mathfrak{m}_{n}\right)$ is a Whittaker pair. An $\mathfrak{s p}_{2 n}$-module $M$ is called a Whittaker module if the action of each element of $\mathfrak{m}_{n}$ on $M$ is locally finite, see [BM]. Similar as Kostant's definition, a Lie algebra homomorphism $\phi: \mathfrak{m}_{n} \rightarrow \mathbb{C}$ is called non-singular if $\phi\left(X_{-2 \varepsilon_{i}}\right) \neq 0$, for any $i \in\{1, \ldots, n\}$. We will characterize nonsingular Whittaker modules in this paper using differential operators.

The paper is organized as follows. In Section 2, we recall some basic definitions and important facts including the weighting functors and Nilsson's modules for $\mathfrak{s p}_{2 n}$. In Section 3, we characterize the Whittaker category $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ when $\mathbf{a} \in\left(\mathbb{C}^{*}\right)^{n}$, where $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ consists of $\mathfrak{s p}_{2 n}$-modules $M$ such that $X_{-2 \varepsilon_{i}}+a_{i}^{2}$ acts locally nilpotently for any $i=1, \ldots, n$, and $\operatorname{wh}_{\mathbf{a}}(M)=\left\{v \in M \mid X_{-2 \varepsilon_{i}} v=-a_{i}^{2} v, i=1, \ldots, n\right\}$ is finite dimensional. In Lemma 3, we show that any module in $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ has the minimal Gelfand-Kirillov dimension $n$. Let $\mathcal{W H}_{\mathbf{a}}^{\chi_{\mu}}$ be the full subcategory of $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ consisting of all $U\left(\mathfrak{s p}_{2 n}\right)$-modules $M$ with the central character $\chi_{\mu}$ given by the highest weight $\mu$. Using the translation functor and weighting functor, we show that when $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ is non-empty, there is an equivalence between $\mathcal{W H}_{\mathbf{a}}^{\chi_{\mu}}$ and the category $\mathcal{W}^{\mathbf{a}}$ of finitely generated $\mathcal{D}_{n}^{e v}$-modules such that $\partial_{i}^{2}-a_{i}^{2}$ acts locally nilpotently for any $i$, where $\mathcal{D}_{n}^{e v}$ is the subalgebra of the Weyl algebra $\mathcal{D}_{n}$ generated by differential operators of even degree. In Section 4, we give a differential operators realization of $\mathfrak{s p}_{2 n}$ from any $f \in A_{n}$, see Lemma 12 . Thus we have constructed many simple modules $P_{n}^{f}$ over $\mathfrak{s p}_{2 n}$. Furthermore, we show that these operators realizations ex-
haust all algebra homomorphisms from $U\left(\mathfrak{s p}_{2 n}\right)$ to $\mathcal{D}_{n}$ which map each root vector $X_{\varepsilon_{i}+\varepsilon_{j}}$ to $t_{i} t_{j}$.

In this paper, we denote by $\mathbb{Z}, \mathbb{N}, \mathbb{Z}_{+}, \mathbb{C}$ and $\mathbb{C}^{*}$ the sets of integers, positive integers, nonnegative integers, complex numbers, and nonzero complex numbers, respectively. All vector spaces and algebras are over $\mathbb{C}$. For a Lie algebra $\mathfrak{g}$ we denote by $U(\mathfrak{g})$ its universal enveloping algebra, $Z(\mathfrak{g})$ the center of $U(\mathfrak{g})$. We write $\otimes$ for $\otimes_{\mathbb{C}}$.

## 2. Preliminaries

In this section, we collect some preliminary definitions and related results that will be used throughout the paper. In particular, we introduce the notion of Whittaker modules in the sense of $[\mathrm{BM}]$ that are of main interest in this paper.

### 2.1. The symplectic algebra $\mathfrak{s p}_{2 n}$

Throughout the whole text, we fix an integer $n$ bigger than 1. Recall that $\mathfrak{s p}_{2 n}$ is the Lie subalgebra of $\mathfrak{g l}_{2 n}$ consisting of all $2 n \times 2 n$-matrices $X$ satisfying $S X=-X^{T} S$ where

$$
S=\left(\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right)
$$

So $\mathfrak{s p}_{2 n}$ consists of all $2 n \times 2 n$-matrices of the following form

$$
\left(\begin{array}{cc}
A & B \\
C & -A^{T}
\end{array}\right)
$$

such that $B=B^{T}, C=C^{T}$, where $A, B, C \in \mathfrak{g l}_{n}$. Let $e_{i j}$ denote the matrix unit whose $(i, j)$-entry is 1 and 0 elsewhere. Then

$$
\mathfrak{h}_{n}=\operatorname{span}\left\{h_{i}:=e_{i, i}-e_{n+i, n+i} \mid 1 \leq i \leq n\right\}
$$

is a Cartan subalgebra (a maximal abelian subalgebra whose adjoint action on $\mathfrak{s p}_{2 n}$ is diagonalizable) of $\mathfrak{s p}_{2 n}$. Let $\Lambda^{+}$be the set of dominant integral weight, $\left\{\varepsilon_{i} \mid 1 \leq i \leq n\right\} \subset \mathfrak{h}_{n}^{*}$ be such that $\varepsilon_{i}\left(h_{k}\right)=\delta_{i, k}$. The root system of $\mathfrak{s p}_{2 n}$ is precisely

$$
\Delta=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j} \mid 1 \leq i, j \leq n\right\} \backslash\{0\}
$$

The positive root system is

$$
\Delta_{+}=\left\{\varepsilon_{i}-\varepsilon_{j}, \varepsilon_{k}+\varepsilon_{l} \mid 1 \leq i<j \leq n, 1 \leq k, l \leq n\right\}
$$

We list root vectors in $\mathfrak{s p}_{2 n}$ as follows:

$$
\begin{array}{r|r}
\text { Root vector } & \text { Root } \\
\hline X_{\varepsilon_{i}+\varepsilon_{j}}:=e_{i, n+j}+e_{j, n+i} & \varepsilon_{i}+\varepsilon_{j} \\
X_{-\varepsilon_{i}-\varepsilon_{j}}:=e_{n+i, j}+e_{n+j, i} & -\varepsilon_{i}-\varepsilon_{j} \\
X_{\varepsilon_{i}-\varepsilon_{j}}:=e_{i, j}-e_{n+j, n+i} & \varepsilon_{i}-\varepsilon_{j},
\end{array}
$$

where $i, j \in\{1, \ldots, n\}$, with $i \neq j$ when we encounter $\varepsilon_{i}-\varepsilon_{j}$.
Then we can obtain a basis of $\mathfrak{s p}_{2 n}$ as follows:

$$
B:=\left\{X_{\alpha} \mid \alpha \in \Delta\right\} \cup\left\{h_{i} \mid 1 \leq i \leq n\right\} .
$$

Set

$$
\mathfrak{n}_{ \pm}:=\bigoplus_{\alpha \in \Delta_{ \pm}} \mathfrak{g}_{\alpha}, \text { where } \mathfrak{g}_{\alpha}:=\left\{x \in \mathfrak{s p}_{2 n} \mid[h, x]=\alpha(h) x, \forall h \in \mathfrak{h}_{n}\right\}
$$

Then the decomposition

$$
\mathfrak{s p}_{2 n}=\mathfrak{n}_{-} \oplus \mathfrak{h}_{n} \oplus \mathfrak{n}_{+}
$$

is a triangular decomposition of $\mathfrak{s p}_{2 n}$, and the Lie subalgebra $\mathfrak{b}:=\mathfrak{h}_{n} \oplus \mathfrak{n}_{+}$is a Borel subalgebra of $\mathfrak{s p}_{2 n}$.

For the convenience of later calculations, we list some nontrivial Lie bracket of $\mathfrak{s p}_{2 n}$ as follows:

$$
\begin{align*}
{\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{\varepsilon_{k}-\varepsilon_{l}}\right] } & =\delta_{j k} X_{\varepsilon_{i}-\varepsilon_{l}}-\delta_{l i} X_{\varepsilon_{k}-\varepsilon_{j}}, \\
{\left[X_{\varepsilon_{i}+\varepsilon_{j}}, X_{-\varepsilon_{k}-\varepsilon_{l}}\right] } & =\delta_{j k} X_{\varepsilon_{i}-\varepsilon_{l}}+\delta_{i l} X_{\varepsilon_{j}-\varepsilon_{k}}+\delta_{i k} X_{\varepsilon_{j}-\varepsilon_{l}}+\delta_{j l} X_{\varepsilon_{i}-\varepsilon_{k}},  \tag{2.1}\\
{\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{\varepsilon_{k}+\varepsilon_{l}}\right] } & =\delta_{j k} X_{\varepsilon_{i}+\varepsilon_{l}}+\delta_{j l} X_{\varepsilon_{i}+\varepsilon_{k}}, \\
{\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{-\varepsilon_{k}-\varepsilon_{l}}\right] } & =-\delta_{i l} X_{-\varepsilon_{k}-\varepsilon_{j}}-\delta_{k i} X_{-\varepsilon_{l}-\varepsilon_{j}} .
\end{align*}
$$

In particular, $\left[X_{2 \varepsilon_{i}}, X_{-2 \varepsilon_{k}}\right]=4\left[e_{i, n+i}, e_{n+k, k}\right]=\delta_{i k} 4 h_{i}$, where $i, k \in\{1, \ldots, n\}$.

### 2.2. Weight modules

An $\mathfrak{s p}_{2 n}$-module $V$ is called a weight module if $\mathfrak{h}_{n}$ acts diagonally on $V$, i.e.,

$$
V=\oplus_{\lambda \in \mathfrak{h}_{n}^{*}} V_{\lambda},
$$

where $V_{\lambda}=\left\{v \in V \mid h v=\lambda(h) v, \forall h \in \mathfrak{h}_{n}\right\}$. For a weight module $V$, denote

$$
\operatorname{supp}(V)=\left\{\lambda \in \mathfrak{h}_{n}^{*} \mid V_{\lambda} \neq 0\right\}
$$

For a weight module $M$, a nonzero vector $v \in M_{\lambda}$ is called a highest weight vector if $\mathfrak{n}_{+} v=0$. A module is called a highest weight module if it is generated by a highest weight vector. A weight module $M$ is called a uniformly bounded module, if there is a $k \in \mathbb{N}$ such that $\operatorname{dim} M_{\lambda} \leq k$ for any weight $\lambda \in \operatorname{supp}(M)$. Let $\mathcal{B}$ be the category of uniformly bounded weight $\mathfrak{s p}_{2 n}$-modules.

### 2.3. Whittaker modules

Let $\mathfrak{m}_{n}=\oplus_{1 \leq i \leq n} \mathbb{C} X_{-2 \varepsilon_{i}}$ which is a commutative subalgebra of $\mathfrak{s p}_{2 n}$. Since the adjoint action of $\mathfrak{m}_{n}$ on the quotient $\mathfrak{s p}_{2 n} / \mathfrak{m}_{n}$ is nilpotent, $\left(\mathfrak{s p}_{2 n}, \mathfrak{m}_{n}\right)$ is a Whittaker pair in the sense of $[\mathrm{BM}]$. An $\mathfrak{s p}_{2 n}$-module $M$ is called a Whittaker module if the action of $\mathfrak{m}_{n}$ on $M$ is locally finite. For an $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in(\mathbb{C})^{n}$, we can define a Lie algebra homomorphism $\phi_{\mathbf{a}}: \mathfrak{m}_{n} \rightarrow \mathbb{C}$ such that $\phi_{\mathbf{a}}\left(X_{-2 \varepsilon_{i}}\right)=-a_{i}^{2}$ for any $i \in\{1, \ldots, n\}$. A Whittaker module $M$ is of type a if for any $v \in M$ there is a $k \in \mathbb{N}$ such that $\left(x-\phi_{\mathbf{a}}(x)\right)^{k} v=0$ for all $x \in \mathfrak{m}_{n}$. We also define the subspace

$$
\operatorname{wh}_{\mathbf{a}}(M)=\left\{v \in M \mid x v=\phi_{\mathbf{a}}(x) v, \forall x \in \mathfrak{m}_{n}\right\}
$$

of $M$. An element in $\mathrm{wh}_{\mathbf{a}}(M)$ is called a Whittaker vector.
Such Whittaker modules are more complicated than the classical Whittaker modules defined by Kostant. For example, $\operatorname{dim}_{\operatorname{wh}_{\mathbf{a}}}(M)$ is not necessarily 1 for a simple Whittaker module $M$. We consider Whittaker modules under some natural finite condition. Let $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ be the category of Whittaker $U\left(\mathfrak{s p}_{2 n}\right)$-modules $M$ of type a such that $\mathrm{wh}_{\mathbf{a}}(M)$ is finite dimensional.

Remark 1. The condition that $\mathrm{wh}_{\mathbf{a}}(M)$ is finite dimensional amounts to the condition that weight spaces are finite dimensional for a weight module, see the proof of Lemma 7.

### 2.4. Central characters

Let $\mathfrak{X}=\operatorname{Hom}\left(Z\left(\mathfrak{s p}_{2 n}\right), \mathbb{C}\right)$ be the set of central characters of $\mathfrak{s p}_{2 n}$. We have a map $\xi: \mathfrak{h}_{n}^{*} \rightarrow \mathfrak{X}$ which maps $\mu \in \mathfrak{h}_{n}^{*}$ to the central character $\chi_{\mu}$ of the Verma module $M(\mu)$. By the Harish-Chandra's Theorem, the map $\xi$ is surjective. Moreover for $\mu, \lambda \in \mathfrak{h}_{n}^{*}, \chi_{\mu}=\chi_{\lambda}$ if and only if $\mu \sim \lambda$, defined as there is an element $\sigma$ in the Weyl group of $\mathfrak{s p}_{2 n}$ such that $\sigma(\mu+\rho)=\lambda+\rho$, where $\rho$ is the half sum of all positive roots of $\mathfrak{s p}_{2 n}$. For each $\chi \in \mathfrak{X}$, denote by $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi}$ the full subcategory of $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ of all $U\left(\mathfrak{s p}_{2 n}\right)$ modules $M$ such that for any $v \in M$ there is a $k \in \mathbb{N}$ such that $(z-\chi(z))^{k} v=0$ for all $z \in Z\left(\mathfrak{s p}_{2 n}\right)$. Similarly, we have the full subcategory $\mathcal{B}^{\chi}$ of $\mathcal{B}$ for any $\chi \in \mathfrak{X}$. Moreover we have the block decompositions:

$$
\mathcal{W} \mathcal{H}_{\mathbf{a}}=\bigoplus_{\chi \in \mathfrak{X}} \mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi}, \quad \mathcal{B}=\bigoplus_{\chi \in \mathfrak{X}} \mathcal{B}^{\chi}
$$

### 2.5. Weighting functor

We recall the weighting functor introduced in [N2]. For a point $\gamma \in \mathbb{C}^{n}$, let $I_{\gamma}$ be the maximal ideal of $U\left(\mathfrak{h}_{n}\right)=\mathbb{C}\left[h_{1}, \ldots, h_{n}\right]$ generated by

$$
h_{1}-\gamma_{1}, \ldots, h_{n}-\gamma_{n}
$$

For an $\mathfrak{s p}_{2 n}$-module $M$ and $\gamma \in \mathbb{C}^{n}$, set $M^{\gamma}:=M / I_{\gamma} M$. For a $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right) \in \mathbb{C}^{n}$, let

$$
\mathfrak{W}^{\mu}(M):=\bigoplus_{\gamma \in \mathbb{Z}^{n}} M^{\gamma+\mu} .
$$

Here the module $\mathfrak{W}^{\mu}(M)$ is a submodule of the coherent family defined in [N2].
For any $\lambda \in \mathfrak{h}_{n}^{*}$, we identify $\lambda$ with the vector $\left(\lambda\left(h_{1}\right), \ldots, \lambda\left(h_{n}\right)\right)$ in $\mathbb{C}^{n}$. Nilsson defined a weight module structure on $\mathfrak{W}^{\mu}(M)$; see Proposition 8 in [N2].

Proposition 2. The vector space $\mathfrak{W}^{\mu}(M)$ becomes a weight $\mathfrak{s p}_{2 n}$-module under the following action:

$$
\begin{equation*}
X_{\alpha} \cdot\left(v+I_{\gamma} M\right):=X_{\alpha} v+I_{\gamma+\alpha} M, v \in M, \alpha \in \Delta, \gamma \in \mu+\mathbb{Z}^{n} \tag{2.2}
\end{equation*}
$$

We see that $h_{i} \cdot\left(v+I_{\gamma} M\right)=\gamma_{i}\left(v+I_{\gamma} M\right)$ for any $i$. So $\mathfrak{W}^{\mu}(M)$ is a weight module. In many cases, the $\mathfrak{s p}_{2 n}$-module $\mathfrak{W}^{\mu}(M)$ is 0 . For example, if $M$ is a simple weight module with a weight not in $\mu+\mathbb{Z}^{n}$, one can easily see that $\mathfrak{W}^{\mu}(M)=0$. We also note that $\mathfrak{W}^{\mu}(M)=M$ if $M$ is a simple weight $\mathfrak{s p}_{2 n}$-module with $\operatorname{supp}(M)=$ $\mu+\mathbb{Z}^{n}$. If $M$ is a $U\left(\mathfrak{h}_{n}\right)$-torsion free module of finite rank when restricted to $U\left(\mathfrak{h}_{n}\right)$, then $\mathfrak{W}^{\mu}(M)$ is a uniformly bounded weight module with $\operatorname{supp}\left(\mathfrak{W}^{\mu}(M)\right)=\mu+\mathbb{Z}^{n}$.

### 2.6. Nilsson's modules

Since $\mathfrak{h}_{n}$ is commutative, $U\left(\mathfrak{h}_{n}\right)=\mathbb{C}\left[h_{1}, \ldots, h_{n}\right]$ as an associative algebra. In [N2], Nilsson constructed an $\mathfrak{s p}_{2 n}$-module structure on $U\left(\mathfrak{h}_{n}\right)$ as follows:

$$
\begin{aligned}
h_{i} \cdot g & =h_{i} g, \\
X_{2 \varepsilon_{i}} \cdot g & =\left(h_{i}-\frac{1}{2}\right)\left(h_{i}-\frac{3}{2}\right) \sigma_{i}^{2}(g), \\
X_{-2 \varepsilon_{i}} \cdot g & =-\sigma_{i}^{-2}(g), \\
X_{\varepsilon_{i}+\varepsilon_{j}} \cdot g & =\left(h_{i}-\frac{1}{2}\right)\left(h_{j}-\frac{1}{2}\right) \sigma_{i} \sigma_{j}(g), i \neq j, \\
X_{-\varepsilon_{i}-\varepsilon_{j}} \cdot g & =-\sigma_{i}^{-1} \sigma_{j}^{-1}(g), i \neq j, \\
X_{\varepsilon_{i}-\varepsilon_{j}} \cdot g & =\left(h_{i}-\frac{1}{2}\right) \sigma_{i} \sigma_{j}^{-1}(g), i \neq j,
\end{aligned}
$$

where $g \in U\left(\mathfrak{h}_{n}\right)$ and $\sigma_{i} \in \operatorname{Aut}\left(U\left(\mathfrak{h}_{n}\right)\right)$ such that $\sigma_{i}\left(h_{k}\right)=h_{k}-\delta_{i k}$. We denote by $N_{\mathbf{1}}$ this $\mathfrak{s p}_{2 n}$-module. It is easy to see that $N_{\mathbf{1}}$ is a Whittaker module with respect to the pair $\left(\mathfrak{s p}_{2 n}, \mathfrak{m}_{n}\right)$ of type $\mathbf{1}=(1, \ldots, 1)$. In [N2], Nilsson has shown that any $\mathfrak{s p}_{2 n^{-}}$ module structure on $U\left(\mathfrak{h}_{n}\right)$ can be twisted to be $N_{\mathbf{1}}$ by some automorphism of $\mathfrak{s p}_{2 n}$. We will show that any simple module in the block $\mathcal{W H}_{\mathbf{1}}^{\chi-\frac{1}{2} \omega_{n}}$ can be twisted to be $N_{\mathbf{1}}$ by some automorphism of $\mathfrak{s p}_{2 n}$, where $\omega_{n}=(1, \ldots, 1)$ is the $n$-th fundamental weight of $\mathfrak{s p}_{2 n}$.

## 3. Non-singular Whittaker modules

In this section, we will characterize the category $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ when $\mathbf{a} \in\left(\mathbb{C}^{*}\right)^{n}$ using the weighting functor. In this case, similar as Kostant's definition of Whittaker modules [K], a module in $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ is said to be non-singular. For convenience, set $t^{\mathbf{m}}=t_{1}^{m_{1}} \ldots t_{n}^{m_{n}}, h^{\mathbf{m}}=h_{1}^{m_{1}} \ldots h_{n}^{m_{n}}$, for any $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{Z}^{n}$.

### 3.1. The category $\mathcal{W} \mathcal{H}_{\mathrm{a}}^{\chi_{\mu}}$

We define the total order on $\mathbb{Z}_{\geq 0}^{n}$ satisfying the condition: $\mathbf{r}<\mathbf{m}$ if $|\mathbf{r}|<|\mathbf{m}|$ or $|\mathbf{r}|=|\mathbf{m}|$ and there is an $l \in\{1, \ldots, \bar{n}\}$ such that $r_{i}=m_{i}$ when $1 \leq i<l$ and $r_{l}<m_{l}$, where $|\mathbf{m}|=\sum_{i=1}^{n} m_{i}$. For each $\mathbf{m}$, the set $\left\{\mathbf{r} \in \mathbb{Z}_{\geq 0}^{n} \mid \mathbf{r}<\mathbf{m}\right\}$ is finite. Hence as an ordered set $\mathbb{Z}_{\geq 0}^{n}$ is isomorphic to $\mathbb{Z}_{\geq 0}$. For a nonzero $\mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}$, denote by $\mathbf{m}^{\prime}$ the predecessor of $\mathbf{m}$, i.e., $\mathbf{m}^{\prime}$ is the maximal element in $\mathbb{Z}_{\geq 0}^{n}$ such that $\mathbf{m}^{\prime}<\mathbf{m}$.

The following lemma gives a rough characterization of modules in $\mathcal{W H}_{\mathbf{a}}$ which is important for the later discussions.

Lemma 3. Any module $M$ in $\mathcal{W H}_{\mathbf{a}}$ is a free $U\left(\mathfrak{h}_{n}\right)$-module of finite rank.
Proof. First, we show that $M=U\left(\mathfrak{h}_{n}\right) \mathrm{wh}_{\mathbf{a}}(M)$.
Denote $Y^{\mathbf{m}}=\left(X_{-2 \varepsilon_{1}}+a_{1}^{2}\right)^{m_{1}} \ldots\left(X_{-2 \varepsilon_{n}}+a_{n}^{2}\right)^{m_{n}}$, for any $\mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}$. Then the set $\left\{Y^{\mathbf{s}} \mid \mathbf{s} \in \mathbb{Z}_{\geq 0}^{n}\right\}$ forms a basis of $U\left(\mathfrak{m}_{n}\right)$. Using the hypothesis that $a_{i} \neq 0$ for any $i$ and induction on $\mathbf{m}$, from $\left[h_{i}, X_{-2 \varepsilon_{i}}\right]=-2 X_{-2 \varepsilon_{i}}$, we can show that for any $\mathbf{m}, \mathbf{s} \in \mathbb{Z}_{\geq 0}^{n}$ and nonzero $v \in \mathrm{wh}_{\mathbf{a}}(M)$, we have that $Y^{\mathbf{s}} h^{\mathbf{m}} v=0$ whenever $\mathbf{s}>\mathbf{m}, Y^{\mathbf{m}} h^{\mathbf{m}} v=k_{\mathbf{m}} v$ for some nonzero scalar $k_{\mathbf{m}}$.

For each $\mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}$, let $\mathbb{I}_{\mathbf{m}}$ be the ideal of $U\left(\mathfrak{m}_{n}\right)$ spanned by $Y^{\mathbf{s}}$ with $\mathbf{s}>\mathbf{m}$, and $M_{\mathbf{m}}=\left\{w \in M \mid \mathbb{I}_{\mathbf{m}} w=0\right\}$. Clearly $\mathrm{wh}_{\mathbf{a}}(M)=M_{\mathbf{0}}$. For any nonzero $w \in M$, by the definition of $M$, there is an $\mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}$ such that $w \in M_{\mathbf{m}} \backslash M_{\mathbf{m}^{\prime}}$, i.e., $Y^{\mathbf{m}} w \neq 0$ and $Y^{\mathbf{s}} w=0$ for any $\mathbf{s}>\mathbf{m}$. So $Y^{\mathbf{m}} w \in \operatorname{wh}_{\mathbf{a}}(M)$. We call $\mathbf{m}$ the degree of $w$. By the above discussion, $Y^{\mathbf{m}} h^{\mathbf{m}} Y^{\mathbf{m}} w=k_{\mathbf{m}} Y^{\mathbf{m}} w$. We use induction on the degree $\mathbf{m}$ of $w$
to show that $w \in U\left(\mathfrak{h}_{n}\right) \operatorname{wh}_{\mathbf{a}}(M)$. Let $w^{\prime}=w-\frac{1}{k_{\mathbf{m}}} h^{\mathbf{m}} Y^{\mathbf{m}} w$. Then

$$
Y^{\mathbf{m}} w^{\prime}=Y^{\mathbf{m}} w-\frac{1}{k_{\mathbf{m}}} Y^{\mathbf{m}} h^{\mathbf{m}} Y^{\mathbf{m}} w=0
$$

This implies that the degree of $w^{\prime}$ is smaller than $\mathbf{m}$. By the induction hypothesis, $w^{\prime} \in U\left(\mathfrak{h}_{n}\right) \mathrm{wh}_{\mathbf{a}}(M)$. Consequently $w \in U\left(\mathfrak{h}_{n}\right) \mathrm{wh}_{\mathbf{a}}(M)$.

Next we show that $M \cong U\left(\mathfrak{h}_{n}\right) \otimes \operatorname{wh}_{\mathbf{a}}(M)$. Suppose that $\left\{v_{i} \mid i=1, \ldots, k\right\}$ is a basis of the vector space $\operatorname{wh}_{\mathbf{a}}(M)$. We need to show that $\left\{h^{\mathbf{m}} v_{i} \mid \mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}, i=1, \ldots, k\right\}$ is linearly independent. Suppose that $w:=\sum_{\mathbf{r} \leq \mathbf{m}} \sum_{i=1}^{k} c_{\mathbf{r}, i} h^{\mathbf{r}} v_{i}=0$. Then from $Y^{\mathbf{m}} w=$ 0 , we see that $c_{\mathbf{m}, i}=0$. Consequently, by induction on $\mathbf{m}, c_{\mathbf{r}, i}=0$ for any $\mathbf{r}<\mathbf{m}$ and $i$. Thus $\left\{h^{\mathbf{m}} v_{i} \mid \mathbf{m} \in \mathbb{Z}_{\geq 0}^{n}, i=1, \ldots, k\right\}$ is linearly independent. The proof is complete.

By Lemma 3, the Gelfand-Kirillov dimension of any module in $\mathcal{W H}_{\mathbf{a}}$ is $n$ which is minimal among all infinite dimensional $\mathfrak{s p}_{2 n}$-modules. So any module in $\mathcal{W} \mathcal{H}_{\mathbf{a}}$ is a minimal representation. With the characterizations of modules in Lemma 3, we can use the weighting functor and the category $\mathcal{B}$ of uniformly bounded weight modules to study $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$.

Proposition 4. We have the following statements.
(a) For any $\mathbf{a} \in\left(\mathbb{C}^{*}\right)^{n}$ and $\mu \notin \Lambda^{+}$, if the block $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ is non-empty, then $\mu\left(h_{i}-\right.$ $\left.h_{i+1}\right) \in \mathbb{Z}_{\geq 0}$, for any $i \neq n, \mu\left(h_{n}\right) \in \frac{1}{2}+\mathbb{Z}$ and $\mu\left(h_{n-1}+h_{n}\right) \in \mathbb{Z}_{\geq-2}$.
(b) For any $\mu \in \mathfrak{h}_{n}^{*}$ and $\mathbf{a} \in\left(\mathbb{C}^{*}\right)^{n}$, if $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ is non-empty, then $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{\mu}}$ is equivalent to $\mathcal{W H}_{\mathbf{a}}{ }^{\chi} \frac{1}{2} \omega_{n}$.

Proof. (a) Let $M \in \mathcal{W H}_{\mathbf{a}}^{\chi_{\mu}}$. By Lemma 3, $M$ is a free $U\left(\mathfrak{h}_{n}\right)$-module of finite rank. Then the module $\mathfrak{W}^{\mu}(M)$ is a bounded weight $\mathfrak{s p}_{2 n}$-module, i.e, $\mathfrak{W}^{\mu}(M) \in$ $\mathcal{B}^{\chi{ }_{\mu}}$. By Lemmas 9.1 and 9.2 in [M], one can prove (a). We should note that the symbols $h_{i}$ in [M] represent the simple coroots which are different from our $h_{i}$.
(b) For a $\lambda \in \Lambda^{+}$, let $L(\lambda)$ be the simple $\mathfrak{s p}_{2 n}$-module of highest weight $\lambda$. The condition $\lambda \in \Lambda^{+}$implies that $L(\lambda)$ is finite dimensional. Recall that the translation functor $T_{-\frac{1}{2} \omega_{n}}^{\mu}$ is defined by

$$
T_{-\frac{1}{2} \omega_{n}}^{\mu}(M)=\left\{v \in L(\lambda) \otimes M \mid\left(z-\chi_{\mu}(z)\right)^{k} v=0, \text { for some } k \in \mathbb{Z}_{+}, \forall z \in Z\left(\mathfrak{s p}_{2 n}\right)\right\}
$$

for any $M \in \mathcal{W} \mathcal{H}_{\mathbf{a}}{ }^{\chi_{-\frac{1}{2} \omega_{n}}}$. If $\mathcal{W H}_{\mathbf{a}}^{\chi_{\mu}}$ is nonempty, then by the proof of Lemma 9.2 in [M], we can choose $\lambda \in \Lambda^{+}$such that the functor $T_{-\frac{1}{2} \omega_{n}}^{\mu}$ gives an equivalence between $\mathcal{W H}_{\mathbf{a}}^{\chi_{-\frac{1}{2} \omega_{n}}}$ and $\mathcal{W H}_{\mathbf{a}}^{\chi_{\mu}}$, see also [BG].

In order to study the category $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{-\frac{1}{2} \omega_{n}}}$, we use the Weyl algebra $\mathcal{D}_{n}$. Let $A_{n}=\mathbb{C}\left[t_{1}, \ldots, t_{n}\right]$ be the polynomial algebra in $n$ variables. Then the subalgebra of $\operatorname{End}_{\mathbb{C}}\left(A_{n}\right)$ generated by

$$
\left\{t_{i}, \partial_{i}: \left.=\frac{\partial}{\partial t_{i}} \right\rvert\, 1 \leq i \leq n\right\}
$$

is called the Weyl algebra $\mathcal{D}_{n}$ over $A_{n}$. Namely, $\mathcal{D}_{n}$ is the unital associative algebra over $\mathbb{C}$ generated by $t_{1}, \ldots, t_{n}, \partial_{1}, \ldots, \partial_{n}$ subject to the following relations

$$
\left[\partial_{i}, \partial_{j}\right]=\left[t_{i}, t_{j}\right]=0, \quad\left[\partial_{i}, t_{j}\right]=\delta_{i, j}, 1 \leq i, j \leq n
$$

Let $\mathcal{D}_{n}^{\text {ev }}$ be the subalgebra of $\mathcal{D}_{n}$ spanned by

$$
\left\{t^{\alpha} \partial^{\beta}\left|\alpha, \beta \in \mathbb{Z}_{+}^{n},|\alpha|+|\beta| \in 2 \mathbb{Z}_{+}\right\}\right.
$$

where $\partial^{\beta}=\partial_{1}^{\beta_{1}} \ldots \partial_{n}^{\beta_{n}}$. We call $\mathcal{D}_{n}^{e v}$ the even Weyl algebra of rank $n$. In the following lemma, we recall a differential operator realization of $\mathfrak{s p}_{2 n}$, see [BL].

Lemma 5. The map

$$
\begin{align*}
\theta_{0}: U\left(\mathfrak{s p}_{2 n}\right) & \longrightarrow \mathcal{D}_{n}^{e v}, \\
X_{\varepsilon_{i}+\varepsilon_{j}} & \longmapsto t_{i} t_{j}, \\
X_{\varepsilon_{i}-\varepsilon_{j}} & \longmapsto t_{i} \partial_{j}, \quad i \neq j,  \tag{3.1}\\
h_{i} & \longmapsto t_{i} \partial_{i}+\frac{1}{2} \\
X_{-\varepsilon_{i}-\varepsilon_{j}} & \longmapsto-\partial_{i} \partial_{j}, 1 \leq i, j \leq n,
\end{align*}
$$

defines a surjective algebra homomorphism.
Let $P_{n}$ be the unital subalgebra of $A_{n}$ generated by $t_{i} t_{j}, i, j \in\{1, \ldots, n\}$. By Lemma $5, P_{n}$ can be made to be an $\mathfrak{s p}_{2 n}$-module called the Weil representation, see $[\mathrm{M}]$. It is easy to see that $P_{n}$ is isomorphic to the simple highest weight module $L\left(-\frac{1}{2} \omega_{n}\right)$ of the highest weight $-\frac{1}{2} \omega_{n}$ up to an involution of $\mathfrak{s p} 2 n$, where $\omega_{n}=\sum_{i=1}^{n} \varepsilon_{i}$ is the $n$-th fundamental weight of $\mathfrak{s p}_{2 n}$.

By Theorem 5.2 in [GS1], we obtain the following description of $\mathcal{B}^{\chi-\frac{1}{2} \omega_{n}}$.
Lemma 6. If $M$ is a module in $\mathcal{B}^{\chi_{-\frac{1}{2} \omega_{n}}}$, then $\operatorname{ker} \theta_{0} M=0$.
Using Lemma 6 and the weighting functor, we show that any module in $\mathcal{W} \mathcal{H}_{\mathbf{a}}{ }^{\chi-\frac{1}{2} \omega_{n}}$ is actually a $\mathcal{D}_{n}^{e v}$-module.

Lemma 7. If $M$ is a module in $\mathcal{W H}_{\mathbf{a}}^{\chi-\frac{1}{2} \omega_{n}}$, then $\operatorname{ker} \theta_{0} M=0$, i.e. $M$ is $a$ $\mathcal{D}_{n}^{e v}$-module.

Proof. By lemma 3, $M$ is a free $U\left(\mathfrak{h}_{n}\right)$-module. The module $\mathfrak{W}^{-\frac{1}{2} \omega_{n}}(M)$ is a uniformly bounded weight $\mathfrak{s p}_{2 n}$-module, i.e. $\mathfrak{W}^{-\frac{1}{2} \omega_{n}}(M) \in \mathcal{B}^{\chi}-\frac{1}{2} \omega_{n}$. By Lemma 6 , $\operatorname{ker} \theta_{0}\left(\mathfrak{W}^{-\frac{1}{2} \omega_{n}}(M)\right)=0$. So $\operatorname{ker} \theta_{0} M \subset I_{\alpha-\frac{1}{2} \omega_{n}} M$ for any $\alpha \in \mathbb{Z}^{n}$. Since $M$ is a free $U\left(\mathfrak{h}_{n}\right)$ module of finite rank, we have that $\cap_{\alpha \in \mathbb{Z}^{n}}\left(I_{\alpha-\frac{1}{2} \omega_{n}} M\right)=0$. So ker $\theta_{0} M=0$.

Let $\mathcal{W}^{\text {a }}$ be the category of $\mathcal{D}_{n}^{e v}$-modules $V$ such that $\partial_{i}^{2}-a_{i}^{2}$ acts locally nilpotently on $V$ for any $i \in\{1, \ldots, n\}$, and $\mathrm{wh}_{\mathbf{a}}^{\prime}(V):=\left\{v \in V \mid \partial_{i}^{2} v=a_{i}^{2} v, \forall i=1, \ldots, n\right\}$ is finite dimensional. Then by Lemma 7 , we have the following equivalence.

Theorem 8. The category $\mathcal{W H}_{\mathbf{a}}^{\chi_{-\frac{1}{2} \omega_{n}}}$ is equivalent to the category $\mathcal{W}^{\text {a }}$ of $\mathcal{D}_{n}^{\text {ev }}$-modules.

### 3.2. Modules over the even Weyl algebra

By Theorem 8, we need to study the category $\mathcal{W}^{\mathbf{a}}$ for $\mathcal{D}_{n}^{e v}$. For a $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in$ $\left(C^{*}\right)^{n}$ such that $b_{i}^{2}=a_{i}^{2}$ for all $i$, we define a $\mathcal{D}_{n}^{e v}$-module $M_{\mathbf{b}}:=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ as follows:

$$
\begin{aligned}
\partial_{i} \partial_{j} x^{\mathbf{m}} & =b_{i} b_{j} \tau_{i}^{-1} \tau_{j}^{-1}\left(x^{\mathbf{m}}\right), \\
t_{i} t_{j} x^{\mathbf{m}} & =b_{i}^{-1} b_{j}^{-1} x_{i} x_{j} \tau_{i} \tau_{j}\left(x^{\mathbf{m}}\right), \quad i \neq j, \\
t_{i}^{2} x^{\mathbf{m}} & =b_{i}^{-2} x_{i}^{2} \tau_{i}^{2}\left(x^{\mathbf{m}}\right)-b_{i}^{-2} x_{i} \tau_{i}^{2}\left(x^{\mathbf{m}}\right), \\
t_{i} \partial_{j} x^{\mathbf{m}} & =b_{i}^{-1} b_{j} x_{i} \tau_{i} \tau_{j}^{-1}\left(x^{\mathbf{m}}\right),
\end{aligned}
$$

where $x^{\mathbf{m}}=x_{1}^{m_{1}} \ldots x_{n}^{m_{n}}, \tau_{i} \in \operatorname{Aut}\left(\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]\right)$ such that $\tau_{i}\left(x_{k}\right)=x_{k}-\delta_{i k}$.
Proposition 9. (a) Any simple module $M$ in $\mathcal{W}^{\mathbf{a}}$ is isomorphic to $M_{\mathbf{b}}$, where $\mathbf{b} \in\left(\mathbb{C}^{*}\right)^{n}$ such that $b_{i}^{2}=a_{i}^{2}$ for all $i$.
(b) The category $\mathcal{W}^{\mathbf{a}}$ of $\mathcal{D}_{n}^{e v}$-modules is semi-simple.

Proof. (a) Suppose that $N$ is a nonzero submodule of $M_{\mathbf{b}}$. Since $\partial_{i}^{2}-a_{i}^{2}$ decreases the degrees of $x_{i}$, we must have that $x^{0}:=1 \in N$. Note that $x^{0}$ generates $M_{\mathbf{b}}$. So $N=M_{\mathbf{b}}, M_{\mathbf{b}}$ is simple.

Suppose that $M$ is a simple module in $\mathcal{W}^{\mathbf{a}}$. Since $\mathrm{wh}_{\mathbf{a}}^{\prime}(M)$ is finite dimensional and $\left[\partial_{i}, \partial_{j}\right]=0$, there are a nonzero $v \in M$ and $\mathbf{b} \in\left(\mathbb{C}^{*}\right)^{n}$ such that $\partial_{i} \partial_{j} v=b_{i} b_{j} v$ and $b_{i}^{2}=a_{i}^{2}$ for all $i, j$. We can define a $\mathcal{D}_{n}^{e v}$-module isomorphism $\tau$ from $M$ to $M_{\mathbf{b}}$ such that $\tau\left(\left(t_{1} \partial_{1}\right)^{m_{1}} \ldots\left(t_{n} \partial_{n}\right)^{m_{n}} v\right)=x^{\mathbf{m}}$, for all $\mathbf{m} \in \mathbb{Z}_{+}^{n}$. So $M \cong M_{\mathbf{b}}$.
(b) It suffices to show that $\operatorname{Ext}_{\mathcal{D}_{n}^{e v}}^{1}\left(M_{\mathbf{b}}, M_{\mathbf{b}^{\prime}}\right)=0$. If there are $i, j$ such that $b_{i} b_{j} \neq b_{i}^{\prime} b_{j}^{\prime}$, then from that the eigenvalues of $\partial_{i} \partial_{j}$ on $M_{\mathbf{b}}$ and $M_{\mathbf{b}^{\prime}}$ are different, $\operatorname{Ext}_{\mathcal{D}_{n}^{e v}}^{1}\left(M_{\mathbf{b}}, M_{\mathbf{b}^{\prime}}\right)=0$. So it suffices to consider that $\mathbf{b}=\mathbf{b}^{\prime}$. We will show that the short exact sequence

$$
\begin{equation*}
0 \longrightarrow M_{\mathbf{b}} \xrightarrow{\alpha} V \xrightarrow{\beta} M_{\mathbf{b}} \longrightarrow 0 \tag{3.2}
\end{equation*}
$$

of $\mathcal{D}_{n}^{e v}$-modules is split. By the similar proof in Lemma 3, we can show that $V=$ $\mathbb{C}\left[t_{1} \partial_{1}, \ldots, t_{n} \partial_{n}\right] \otimes \mathrm{wh}_{\mathbf{b}}^{\prime}(V)$, and $\operatorname{dim} \mathrm{wh}_{\mathbf{b}}^{\prime}(V)=2$, since $\operatorname{dim} \mathrm{wh}_{\mathbf{b}}^{\prime}\left(M_{\mathbf{b}}\right)=1$. Explicitly we can replace $h_{i}$ and $X_{-2 \varepsilon_{i}}$ by $t_{i} \partial_{i}$ and $\partial_{i}^{2}$ respectively in the proof of Lemma 3. Choose $v \in \mathrm{wh}_{\mathbf{b}}^{\prime}(V) \backslash \alpha\left(M_{\mathbf{b}}\right)$. By the proof of (a), the submodule $\mathcal{D}_{n}^{e v} v \cong M_{\mathbf{b}}$. Note that $M_{\mathbf{b}}$ is a free $\mathbb{C}\left[t_{1} \partial_{1}, \ldots, t_{n} \partial_{n}\right]$-module of rank one. So the sequence (3.2) is split. The proof is complete.

Combining Theorem 8 and Proposition 9, we obtain the following characterization of $\mathcal{W} \mathcal{H}_{\mathbf{a}}^{\chi_{-\frac{1}{2} \omega_{n}}}$.

Theorem 10. The category $\mathcal{W H}_{\mathbf{a}}{ }^{\chi}-\frac{1}{2} \omega_{n}$ is semi-simple. Moreover, any simple module in $\mathcal{W H}_{\mathbf{a}}{ }^{\chi-\frac{1}{2} \omega_{n}}$ is isomorphic to $M_{\mathbf{b}}$, where $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in\left(\mathbb{C}^{*}\right)^{n}$ such that $b_{i}^{2}=a_{i}^{2}$ for all $i$, and $M_{\mathbf{b}}$ is an $\mathfrak{s p}_{2 n}$-module under the map (3.1).

Note that the $\mathfrak{s p}_{2 n}$-module $M_{\mathbf{b}}$ is a free $U\left(\mathfrak{h}_{n}\right)$-module of rank one. By the result in [N2], any $\mathfrak{s p}_{2 n}$-module that is a free $U\left(\mathfrak{h}_{n}\right)$-module of rank one can be twisted to be $N_{\mathbf{1}}$ defined in subsection 2.6 by some automorphism of $\mathfrak{s p}_{2 n}$. Then by Theorem 10 , we have the following result.

Corollary 11. Any simple module in $\mathcal{W H}_{1}^{\chi-\frac{1}{2} \omega_{n}}$ can be twisted to be $N_{\mathbf{1}}$ by some automorphism of $\mathfrak{s p}_{2 n}$.

## 4. General Weil representations

In Section 3, we see that the algebra homomorphism $\theta_{0}$ from $U\left(\mathfrak{s p}_{2 n}\right)$ to the Weyl algebra $\mathcal{D}_{n}$ is useful for the study of representations of $\mathfrak{s p}_{2 n}$. In this section, we will find more algebra homomorphisms from $U\left(\mathfrak{s p}_{2 n}\right)$ to the Weyl algebra $\mathcal{D}_{n}$.

### 4.1. General Weil representations

In the following lemma, we give a differential operators realization of $\mathfrak{s p}_{2 n}$ from any $f \in A_{n}$.

Lemma 12. For any $f \in A_{n}$, the map

$$
\begin{align*}
\theta_{f}: U\left(\mathfrak{s p}_{2 n}\right) & \longrightarrow \mathcal{D}_{n}, \\
X_{\varepsilon_{i}+\varepsilon_{j}} & \longmapsto t_{i} t_{j}, \\
X_{\varepsilon_{i}-\varepsilon_{j}} & \longmapsto t_{i} \partial_{j}(f)+t_{i} \partial_{j}, \quad i \neq j,  \tag{4.1}\\
h_{i} & \longmapsto t_{i} \partial_{i}(f)+t_{i} \partial_{i}+\frac{1}{2} \\
X_{-\varepsilon_{i}-\varepsilon_{j}} & \longmapsto-\left(\partial_{i}(f)+\partial_{i}\right)\left(\partial_{j}(f)+\partial_{j}\right), 1 \leq i, j \leq n,
\end{align*}
$$

defines an algebra homomorphism.
Proof. By Lemma 5, $\theta_{0}$ is an algebra homomorphism. For general $f$, the map $\theta_{f}$ is the composition $\sigma_{f} \circ \theta_{0}$, where $\sigma_{f}$ is the algebra isomorphism of $\mathcal{D}_{n}$ defined by

$$
t_{i} \longmapsto t_{i}, \partial_{i} \longmapsto \partial_{i}+\partial_{i}(f) .
$$

Therefore $\theta_{f}$ is an algebra homomorphism.
Next we will show that $\theta_{f}$ in Lemma 12 exhausts all algebra homomorphisms $\theta$ from $U\left(\mathfrak{s p}_{2 n}\right)$ to $\mathcal{D}_{n}$ such that $\theta\left(X_{\varepsilon_{i}+\varepsilon_{j}}\right)=t_{i} t_{j}$ for any $i, j$.

Firstly we give some formulas in $U\left(\mathfrak{s p}_{2 n}\right)$ that will be used in the subsequent text.

Lemma 13. For any $k \in \mathbb{N}$, these formulas hold as follows:
(1) $\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right]=\delta_{j l} 2 k X_{2 \varepsilon_{l}}^{k-1} X_{\varepsilon_{i}+\varepsilon_{j}}, 1 \leq i \neq j \leq n$;
(2) $\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right]=-2 k X_{2 \varepsilon_{l}}^{k-1}\left(\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}}+\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}}\right), 1 \leq i \neq j \leq n$;
(3) $\left[X_{-2 \varepsilon_{i}}, X_{2 \varepsilon_{l}}^{k}\right]=-\delta_{i l} 4 k X_{2 \varepsilon_{l}}^{k-1}\left(h_{i}+k-1\right), 1 \leq i \leq n$.

Proof. (1) According to [ $\left.X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}\right]=2 \delta_{j l} X_{\varepsilon_{i}+\varepsilon_{j}}$ and $\left[X_{\varepsilon_{i}+\varepsilon_{l}}, X_{2 \varepsilon_{l}}\right]=0$, we can compute that

$$
\begin{aligned}
{\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right] } & =\sum_{t=1}^{k} X_{2 \varepsilon_{l}}^{k-t}\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}\right] X_{2 \varepsilon_{l}}^{t-1} \\
& =\sum_{t=1}^{k} 2 \delta_{j l} X_{2 \varepsilon_{l}}^{k-1} X_{\varepsilon_{i}+\varepsilon_{j}}=\delta_{j l} 2 k X_{2 \varepsilon_{l}}^{k-1} X_{\varepsilon_{i}+\varepsilon_{j}}
\end{aligned}
$$

(2) From $\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}\right]=-2\left(\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}}+\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}}\right)$ and

$$
\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{t-1}\right]=\delta_{j l} 2(t-1) X_{2 \varepsilon_{l}}^{t-2} X_{\varepsilon_{i}+\varepsilon_{j}}
$$

we have that

$$
\begin{aligned}
& {\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right] } \\
&= \sum_{t=1}^{k} X_{2 \varepsilon_{l}}^{k-t}\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}\right] X_{2 \varepsilon_{l}}^{t-1} \\
&= \sum_{t=1}^{k}-2 X_{2 \varepsilon_{l}}^{k-t}\left(\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}} X_{2 \varepsilon_{l}}^{t-1}+\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}} X_{2 \varepsilon_{l}}^{t-1}\right) \\
&= \sum_{t=1}^{k}-2 X_{2 \varepsilon_{l}}^{k-t}\left(\delta_{i l} X_{2 \varepsilon_{l}}^{t-1} X_{\varepsilon_{i}-\varepsilon_{j}}+\delta_{j l} X_{2 \varepsilon_{l}}^{t-1} X_{\varepsilon_{j}-\varepsilon_{i}}\right. \\
&\left.\quad+2(t-1) X_{2 \varepsilon_{l}}^{t-2} \delta_{i l} \delta_{j l}\left(X_{\varepsilon_{i}+\varepsilon_{l}}+X_{\varepsilon_{j}+\varepsilon_{l}}\right)\right) \\
&=-2 k X_{2 \varepsilon_{l}}^{k-1}\left(\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}}+\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}}\right)-2 k(k-1) \delta_{i l} \delta_{j l} X_{2 \varepsilon_{l}}^{k-2}\left(X_{\varepsilon_{i}+\varepsilon_{l}}+X_{\varepsilon_{j}+\varepsilon_{l}}\right)
\end{aligned}
$$

Thus, we can see that

$$
\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right]=-2 k X_{2 \varepsilon_{l}}^{k-1}\left(\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}}+\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}}\right), \quad i \neq j .
$$

(3) By the similar computation in (2), we can obtain that

$$
\begin{aligned}
{\left[X_{-2 \varepsilon_{i}}, X_{2 \varepsilon_{l}}^{k}\right] } & =-2 k X_{2 \varepsilon_{l}}^{k-1} 2 \delta_{i l} h_{i}-2 \delta_{i l} k(k-1) X_{2 \varepsilon_{l}}^{k-2} 2 X_{2 \varepsilon_{l}} \\
& =-\delta_{i l} 4 k X_{2 \varepsilon_{l}}^{k-1}\left(h_{i}+k-1\right)
\end{aligned}
$$

The proof is complete.
In the following lemma, we give a preliminary description of algebra homomorphisms from $U\left(\mathfrak{s p}_{2 n}\right)$ to $\mathcal{D}_{n}$.

Lemma 14. If $\theta$ is an algebra homomorphism from $U\left(\mathfrak{s p}_{2 n}\right)$ to $\mathcal{D}_{n}$ such that

$$
\theta\left(X_{\varepsilon_{i}+\varepsilon_{j}}\right)=t_{i} t_{j}
$$

for any $i, j$, then there exist $p_{i j}, q_{i j} \in A_{n}$ such that
(1) $\theta\left(X_{\varepsilon_{i}-\varepsilon_{j}}\right)=p_{i j}+t_{i} \partial_{j}, 1 \leq i \neq j \leq n$;
(2) $\theta\left(h_{i}\right)=p_{i i}+t_{i} \partial_{i}, 1 \leq i \leq n$;
(3) $\theta\left(X_{-2 \varepsilon_{i}}\right)=q_{i i}+\left(1-2 p_{i i}\right) t_{i}^{-1} \partial_{i}-\partial_{i}^{2}, 1 \leq i \leq n$;
(4) $\theta\left(X_{-\varepsilon_{i}-\varepsilon_{j}}\right)=q_{i j}-p_{i j} t_{i}^{-1} \partial_{i}-p_{j i} t_{j}^{-1} \partial_{j}-\partial_{i} \partial_{j}, 1 \leq i \neq j \leq n$.

Proof. We consider the action of $\theta\left(X_{\alpha}\right)$ on $R_{n}:=\mathbb{C}\left[t_{1}^{ \pm}, \ldots, t_{n}^{ \pm 1}\right]$. For the convenience, we denote $X_{2 \varepsilon_{1}}^{m_{1}} \ldots X_{2 \varepsilon_{n}}^{m_{n}}$ by $X^{\mathrm{m}}$, and $\theta\left(X_{\alpha}\right)(g(t))$ by $X_{\alpha} \cdot g(t)$ for any $\alpha \in \Delta$ and $g(t) \in R_{n}$.

By definition, $X_{\varepsilon_{i}+\varepsilon_{j}} \cdot t^{\mathbf{m}}=t_{i} t_{j} t^{\mathbf{m}}$, for any $\mathbf{m} \in \mathbb{Z}^{n}$.
(1) Define $p_{i j}=X_{\varepsilon_{i}-\varepsilon_{j}} \cdot 1$. From $\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right]=\delta_{j l} 2 k X_{2 \varepsilon_{l}}^{k-1} X_{\varepsilon_{i}+\varepsilon_{j}}$, we obtain that

$$
\begin{aligned}
X_{\varepsilon_{i}-\varepsilon_{j}} \cdot t^{2 \mathbf{m}} & =X_{\varepsilon_{i}-\varepsilon_{j}} \cdot X^{\mathbf{m}} \cdot 1 \\
& =\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X^{\mathbf{m}}\right] \cdot 1+X^{\mathbf{m}} \cdot X_{\varepsilon_{i}-\varepsilon_{j}} \cdot 1 \\
& =2 m_{j} X^{\mathbf{m}-e_{j}} X_{\varepsilon_{i}+\varepsilon_{j}} \cdot 1+X^{\mathbf{m}} \cdot X_{\varepsilon_{i}-\varepsilon_{j}} \cdot 1 \\
& =2 m_{j} t^{2 \mathbf{m}+e_{i}-e_{j}}+p_{i j} t^{2 \mathbf{m}} \\
& =\left(p_{i j}+t_{i} \partial_{j}\right)\left(t^{2 \mathbf{m}}\right) .
\end{aligned}
$$

(2) It is similar as (1)
(3) For $i=j$, by $\left[X_{-2 \varepsilon_{i}}, X_{2 \varepsilon_{l}}^{k}\right]=-\delta_{i l} 4 k X_{2 \varepsilon_{l}}^{k-1}\left(h_{i}+k-1\right)$, we can calculate that

$$
\left[X_{-2 \varepsilon_{i}}, X^{\mathbf{m}}\right]=\left[X_{-2 \varepsilon_{i}}, \prod_{l=1}^{n} X_{2 \varepsilon_{l}}^{m_{l}}\right]
$$

$$
\begin{aligned}
& =\prod_{j=1}^{i-1} X_{2 \varepsilon_{j}}^{m_{j}}\left[X_{-2 \varepsilon_{i}}, X_{2 \varepsilon_{i}}^{m_{i}}\right] \prod_{s=i+1}^{n} X_{2 \varepsilon_{s}}^{m_{s}} \\
& =\prod_{j=1}^{i-1} X_{2 \varepsilon_{j}}^{m_{j}}\left(-4 m_{i} X_{2 \varepsilon_{i}}^{m_{i}-1}\left(h_{i}+m_{i}-1\right)\right) \prod_{s=i+1}^{n} X_{2 \varepsilon_{s}}^{m_{s}} \\
& =-4 m_{i} X^{\mathbf{m}-e_{i}}\left(h_{i}+m_{i}-1\right) .
\end{aligned}
$$

Hence, set $q_{i i}=X_{-2 \varepsilon_{i}} \cdot 1$, we can determine the action of $X_{-2 \varepsilon_{i}}$ as follows:

$$
\begin{aligned}
X_{-2 \varepsilon_{i}} \cdot t^{2 \mathbf{m}} & =X_{-2 \varepsilon_{i}} \cdot X^{\mathbf{m}} \cdot 1 \\
& =\left[X_{-2 \varepsilon_{i}}, X^{\mathbf{m}}\right] \cdot 1+X^{\mathbf{m}} \cdot X_{-2 \varepsilon_{i}} \cdot 1 \\
& =-4 m_{i} X^{\mathbf{m}-e_{i}}\left(h_{i}+m_{i}-1\right) \cdot 1+X^{\mathbf{m}} \cdot X_{-2 \varepsilon_{i}} \cdot 1 \\
& =\left(1-2 p_{i i}\right) t_{i}^{-1} \partial_{i} t^{2 \mathbf{m}}-\partial_{i}^{2} t^{2 \mathbf{m}}+q_{i i} t^{2 \mathbf{m}} \\
& =\left(q_{i i}+\left(1-2 p_{i i}\right) t_{i}^{-1} \partial_{i}-\partial_{i}^{2}\right) t^{2 \mathbf{m}} .
\end{aligned}
$$

(4) When $i \neq j$, let's suppose $i<j$, and the case for $i>j$ is similar. According to $\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X_{2 \varepsilon_{l}}^{k}\right]=-2 k X_{2 \varepsilon_{l}}^{k-1}\left(\delta_{j l} X_{\varepsilon_{j}-\varepsilon_{i}}+\delta_{i l} X_{\varepsilon_{i}-\varepsilon_{j}}\right)$, we obtain that

$$
\begin{aligned}
& {\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X^{\mathbf{m}}\right]=\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, \prod_{l=1}^{n} X_{2 \varepsilon_{l}}^{m_{l}}\right] } \\
= & -2 m_{i} X^{\mathbf{m}-e_{i}} X_{\varepsilon_{i}-\varepsilon_{j}}-4 m_{i} m_{j} X^{\mathbf{m}-e_{i}-e_{j}} X_{\varepsilon_{i}+\varepsilon_{j}}-2 m_{j} X^{\mathbf{m}-e_{j}} X_{\varepsilon_{j}-\varepsilon_{i}} .
\end{aligned}
$$

Denote $q_{i j}=X_{-\varepsilon_{i}-\varepsilon_{j}} \cdot 1$. Then, we have

$$
\begin{aligned}
X_{-\varepsilon_{i}-\varepsilon_{j}} \cdot t^{2 \mathbf{m}} & =X_{-\varepsilon_{i}-\varepsilon_{j}} \cdot X^{\mathbf{m}} \cdot 1 \\
& =\left[X_{-\varepsilon_{i}-\varepsilon_{j}}, X^{\mathbf{m}}\right] \cdot 1+X^{\mathbf{m}} \cdot X_{-\varepsilon_{i}-\varepsilon_{j}} \cdot 1 \\
& =\left(q_{i j}-p_{i j} t_{i}^{-1} \partial_{i}-p_{j i} t_{j}^{-1} \partial_{j}-\partial_{i} \partial_{j}\right)\left(t^{2 \mathbf{m}}\right) .
\end{aligned}
$$

Consequently, the proof is completed.
The following easy lemma will be used in the proof of Theorem 16
Lemma 15. For any $i \in\{1, \ldots, n\}$ and $p \in A_{n}$, the differential equation

$$
\left(t_{i} \partial_{i}+1\right)(q)=p
$$

has at most one solution $q$ in $A_{n}$.
Proof. The proof follows from the fact that the map $t_{i} \partial_{i}+1: A_{n} \rightarrow A_{n}$ is injective.

Combining the above preparatory arguments, we can give all possible algebra homomorphisms from $U\left(\mathfrak{s p}_{2 n}\right)$ to the Weyl algebra $\mathcal{D}_{n}$ which map each root vector $X_{\varepsilon_{i}+\varepsilon_{j}}$ to $t_{i} t_{j}$.

Theorem 16. If $\theta$ is an algebra homomorphism from $U\left(\mathfrak{s p}_{2 n}\right)$ to $\mathcal{D}_{n}$ such that

$$
\theta\left(X_{\varepsilon_{i}+\varepsilon_{j}}\right)=t_{i} t_{j},
$$

for any $i, j$, then there is an $f \in A_{n}$ such that $\theta=\theta_{f}$, that is
(1) $\theta\left(X_{\varepsilon_{i}+\varepsilon_{j}}\right)=t_{i} t_{j}$,
(2) $\theta\left(X_{\varepsilon_{i}-\varepsilon_{j}}\right)=t_{i} \partial_{j}(f)+t_{i} \partial_{j}, i \neq j$,
(3) $\theta\left(h_{i}\right)=t_{i} \partial_{i}(f)+t_{i} \partial_{i}+\frac{1}{2}$,
(4) $\theta\left(X_{-\varepsilon_{i}-\varepsilon_{j}}\right)=-\left(\partial_{i}(f)+\partial_{i}\right)\left(\partial_{j}(f)+\partial_{j}\right)$,
where $1 \leq i, j \leq n$.
Proof. It is sufficient to determine $p_{i j}, q_{i j}$ in Lemma 14. For any $f \in A_{n}$, we set $f_{(i)}=\partial_{i}(f)$.

Specifically, according to $\left[h_{i}, h_{j}\right]=0$, which means $\left[p_{i i}+t_{i} \partial_{i}, p_{j j}+t_{j} \partial_{j}\right]=0$, we can calculate

$$
t_{i} \partial_{i}\left(p_{j j}\right)=t_{j} \partial_{j}\left(p_{i i}\right), 1 \leq i, j \leq n .
$$

Then we can obtain that $p_{i i}=t_{i} f_{(i)}+c_{i}$ for some $f \in A_{n}$ and $\mathbf{c}=\left(c_{1}, \ldots, c_{n}\right) \in \mathbb{C}^{n}$. By $\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{\varepsilon_{j}-\varepsilon_{i}}\right]=h_{i}-h_{j}$, we deduce that

$$
p_{i j} t_{j} \partial_{i}+t_{i} \partial_{j} p_{j i}-p_{j i} t_{i} \partial_{j}-t_{j} \partial_{i} p_{i j}=p_{i i}-p_{j j}
$$

Consequently, we have $c_{i}=c_{j}$ for any $1 \leq i, j \leq n$. Set $b=c_{i}$ for any $1 \leq i \leq n$, then $p_{i i}=t_{i} f_{(i)}+b$.

For $i \neq j,\left[h_{i}, X_{\varepsilon_{i}-\varepsilon_{j}}\right]=X_{\varepsilon_{i}-\varepsilon_{j}}$ implies that $\left(t_{i} \partial_{i}-1\right)\left(p_{i j}\right)=t_{i} \partial_{j}\left(p_{i i}\right)$. Solving this differential equation, we can check that $p_{i j}=t_{i} f_{(j)}$ is the unique solution of it.

For $i \neq j$, from $\left[h_{i}, X_{-\varepsilon_{i}-\varepsilon_{j}}\right]=-X_{-\varepsilon_{i}-\varepsilon_{j}}$, we get

$$
\begin{equation*}
t_{i} \partial_{i}\left(q_{i j}\right)+q_{i j}=-p_{i j} t_{i}^{-1} \partial_{i}\left(p_{i i}\right)-p_{j i} t_{j}^{-1} \partial_{j}\left(p_{i i}\right)-\partial_{i} \partial_{j}\left(p_{i i}\right) . \tag{4.2}
\end{equation*}
$$

We can calculate it more explicitly,

$$
\begin{aligned}
& t_{i} \partial_{i}\left(q_{i j}\right)+q_{i j} \\
= & -p_{i j} t_{i}^{-1} \partial_{i}\left(p_{i i}\right)-p_{j i} t_{j}^{-1} \partial_{j}\left(p_{i i}\right)-\partial_{i} \partial_{j}\left(p_{i i}\right) \\
= & -\left(t_{i} f_{(j)} t_{i}^{-1} \partial_{i}\left(t_{i} f_{(i)}+b\right)+t_{j} f_{(i)} t_{j}^{-1} \partial_{j}\left(t_{i} f_{(i)}+b\right)+\partial_{i} \partial_{j}\left(t_{i} f_{(i)}+b\right)\right) \\
= & -\left(f_{(i)} f_{(j)}+t_{i} f_{(j)} \partial_{i}\left(f_{(i)}\right)+f_{(i)} t_{i} \partial_{j}\left(f_{(i)}\right)+\partial_{j}\left(f_{(i)}\right)+t_{i} \partial_{i} \partial_{j}\left(f_{(i)}\right)\right) .
\end{aligned}
$$

We can check that $q_{i j}=-f_{(i)} f_{(j)}-\partial_{j}\left(f_{(i)}\right)$ is the unique solution of the equation (4.2).

Similarly, for $i=j$, we can get $q_{i i}=-f_{(i)}^{2}-\partial_{i}\left(f_{(i)}\right)-(2 b-1) t_{i}^{-1} f_{(i)}$.
Furthermore, for $i \neq j$, by $\left[X_{\varepsilon_{i}-\varepsilon_{j}}, X_{-2 \varepsilon_{i}}\right]=-2 X_{-\varepsilon_{i}-\varepsilon_{j}}$, we deduce that

$$
t_{i} \partial_{j}\left(q_{i i}\right)-\left(1-2 p_{i i}\right) t_{i}^{-1} \partial_{i}\left(p_{i j}\right)+\partial_{i}^{2}\left(p_{i j}\right)=-2 q_{i j}
$$

So we have $(1-2 b) t_{i}^{-1} f_{(j)}=0$, that is, $b=\frac{1}{2}$ and $q_{i j}=-f_{(i)} f_{(j)}-\partial_{j}\left(f_{(i)}\right)$ for $1 \leq i, j \leq n$. Therefore, from Lemma 14, we can complete the proof.

### 4.2. New $\mathfrak{s p}_{2 n}$-modules

Recall that $P_{n}$ is the unital subalgebra of $A_{n}$ generated by $t_{i} t_{j}$, for $i, j \in$ $\{1, \ldots, n\}$. For any $f \in P_{n}$, via the homomorphism $\theta_{f}$ in (3.1), $P_{n}$ becomes an $\mathfrak{s p}_{2 n^{-}}$ module $P_{n}^{f}$. In Theorem 16, we actually have classified all $\mathfrak{s p}_{2 n}$-module structures on $P_{n}$ satisfying $X_{\varepsilon_{i}+\varepsilon_{j}} \cdot g(t)=t_{i} t_{j} g(t)$ for any $i, j \in\{1, \ldots, n\}, g(t) \in P_{n}$.

Corollary 17. If there is an $\mathfrak{s p}_{2 n}$-module structure on $P_{n}$ such that $X_{\varepsilon_{i}+\varepsilon_{j}}$. $g(t)=t_{i} t_{j} g(t)$ for any $i, j \in\{1, \ldots, n\}, g(t) \in P_{n}$, then this $\mathfrak{s p}_{2 n}$-module structure is isomorphic to $P_{n}^{f}$ for some $f \in P_{n}$.

The following proposition gives a description of $P_{n}^{f}$.
Proposition 18. Let $f, f^{\prime} \in P_{n}$.
(1) The $\mathfrak{s p}_{2 n}$-module $P_{n}^{f}$ is simple.
(2) As $\mathfrak{s p}_{2 n}$-modules, $P_{n}^{f} \simeq P_{n}^{f^{\prime}}$ if and only if $f-f^{\prime} \in \mathbb{C}$.

Proof. (1) One can check directly that $P_{n}$ is a simple $\mathcal{D}_{n}^{e v}$-module. Note that the image of $\theta_{f}$ is $\mathcal{D}_{n}^{e v}$. So $P_{n}^{f}$ is a simple $\mathfrak{s p}_{2 n}$-module.
(2) The sufficiency is obvious, it is enough to consider the necessity. Let $\varphi$ : $P_{n}^{f} \rightarrow P_{n}^{f^{\prime}}$ be an $\mathfrak{s p}_{2 n}$-module isomorphism. Following $\varphi\left(X_{\varepsilon_{i}+\varepsilon_{j}} \cdot t^{0}\right)=X_{\varepsilon_{i}+\varepsilon_{j}} \cdot \varphi\left(t^{0}\right)$, we know that $\varphi\left(t^{0}\right) \neq 0$. From $\theta_{f}\left(X_{\varepsilon_{i}+\varepsilon_{j}}\right)=t_{i} t_{j}$ and $\varphi\left(X_{\varepsilon_{i}+\varepsilon_{j}} \cdot t^{0}\right)=X_{\varepsilon_{i}+\varepsilon_{j}} \cdot \varphi\left(t^{0}\right)$, we see that $\varphi(g(t))=g(t) \varphi\left(t^{0}\right)$ for any $g(t) \in P_{n}$. Then for any $i \neq j$, we have that

$$
\begin{aligned}
0 & =\varphi\left(X_{\varepsilon_{i}-\varepsilon_{j}} \cdot t^{0}\right)-X_{\varepsilon_{i}-\varepsilon_{j}} \cdot \varphi\left(t^{0}\right) \\
& =\varphi\left(t_{i} f_{(j)}\right)-\left(t_{i} f_{(j)}^{\prime}+t_{i} \partial_{j}\right) \cdot \varphi\left(t^{0}\right) \\
& =-t_{i}\left(\partial_{j}+f_{(j)}^{\prime}-f_{(j)}\right) \varphi\left(t^{0}\right) .
\end{aligned}
$$

Consequently, we see that $\partial_{j}+f_{(j)}^{\prime}-f_{(j)}$ is not injective on $P_{n}$. So we have $f_{(j)}=f_{(j)}^{\prime}$ and $\varphi\left(t^{0}\right) \in \mathbb{C}^{*} t^{0}$ for any $j \in\{1, \ldots, n\}$. That is $f-f^{\prime} \in \mathbb{C}$, which completes the proof.

Therefore, we have constructed several simple modules $P_{n}^{f}$ over $\mathfrak{s p}_{2 n}$ generalizing the Weil representation.
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