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We prove that finite strong total curvature (see definition in
Section 2) complete hypersurfaces of (n+ 1)-euclidean space are
proper and diffeomorphic to a compact manifold minus finitely
many points. With an additional condition, we also prove that the
Gauss map of such hypersurfaces extends continuously to the punc-
tures. This is related to results of White [22] and and Müller-Šverák
[18]. Further properties of these hypersurfaces are presented, in-
cluding a gap theorem for the total curvature.
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1. Introduction

Let φ : Mn → Rn+1 be a hypersurface of the euclidean space Rn+1. We
assume that Mn = M is orientable and we fix an orientation for M . Let
g : M → Sn1 ⊂ Rn+1 be the Gauss map in the given orientation, where Sn1 is
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1252 M. do Carmo and M. F. Elbert

the unit n-sphere. Recall that the linear operator A : TpM → TpM , p ∈M ,
associated to the second fundamental form, is given by

〈A(X), Y 〉 = −〈∇XN,Y 〉, X, Y ∈ TpM,

where ∇ is the covariant derivative of the ambient space and N is the unit
normal vector in the given orientation. The map A = −dg is self-adjoint and
its eigenvalues are the principal curvatures k1, k2, . . . , kn.

We say that the total curvature of the immersion is finite if
∫
M |A|

n dM <

∞, where |A| =
(∑

i k
2
i

)1/2
, i.e., if |A| belongs to the space Ln(M). If

φ : Mn → Rn+1 is a complete minimal hypersurface with finite total curva-
ture then M is (equivalent to) a compact manifold M minus finitely many
points and the Gauss map extends to the punctures. This was proved by
Osserman [19] for n = 2 (the equivalence here is conformal and the Gauss

map extends to a (anti) holomorphic map g : M
2 → S2

1 ; the conformal equiv-
alence had already been proved by Huber [13]). For an arbitrary n, this was
proved by Anderson [2] (here the equivalence is a diffeomorphism and the
Gauss map extends smoothly).

When φ is not necessarily minimal and n = 2, the above result, with the
additional hypothesis that the Gauss curvature does not change sign at the
ends, was shown to be surprisingly true by B. White [22]. The subject was
taken up again by Müller-Šverák [18] who answered a question of [22] and
obtained further information on the conformal behaviour of the ends.

The results of White [22] and Müller-Šverák [18] start from the fact that,
since

∫
M2 |A|2 dM ≥ 2

∫
M2 |K| dM , finite total curvature for n = 2 implies,

by Huber’s theorem, that M is homeormorphic to a compact surface mi-
nus finitely many points. For an arbitrary dimension, any generalization of
Huber’s theorem should require stronger assumptions (see [6] and [7] for
a discussion on the theme). Thus, for a generalization of [22] and [18] for
n ≥ 3, a further condition might be necessary to account for the lack of an
appropriate generalized Huber theorem.

Here, we assume the hypothesis of finite strong total curvature, that is,
we assume that |A| belongs to W 1,q

s , a special Weighted Sobolev space (see
Section 2 for precise definitions). We point out that the spaces W k,q

s (M) were
used in a seminal work of R. Bartnik [3] for establishing a decay condition
on the metric of an n-manifold, n ≥ 3, in order to prove that the ADM-mass
is well-defined. Following the ideas of [3], a lot of related papers also use the
norm of W k,q

s (M) to express decay assumptions (see for instance [14], [11],
[20]).

We prove the following results.
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Theorem 1.1. Let φ : Mn → Rn+1, n ≥ 3, be an orientable, complete hy-
persurface with finite strong total curvature. Then:

i) The immersion φ is proper.
ii) M is diffeomorphic to a compact manifold M minus a finite number

of points q1, . . . , qk.

Assume, in addition, that the Gauss-Kronecker curvature Hn =
k1k2 · · · kn of M does not change sign in punctured neighbourhoods of the
qi’s. Then:

iii) The Gauss map g : Mn → Sn1 extends continuously to the points qi.

We point out that the minimal hypersurfaces of Rn+1 with finite total
curvature have finite strong total curvature (see Example 3).

Theorem 1.2. Let φ : Mn → Rn+1, n ≥ 3, be an orientable complete hy-
persurface with finite strong total curvature. Assume that the set N of crit-
ical values of the Gauss map g is a finite union of submanifolds of Sn1 with
codimension ≥ 3. Then:

i) The extended Gauss map ḡ : M → Sn1 is a homeomorphism.
ii) If, in addition, n is even, M has exactly two ends.

Remark 1.3. The condition on N can be replaced by a weaker condition
on the Hausdorff dimension of N and the rank of g (See [15], Theorems B
and C and Remark 6.7).

It follows from Theorem 1.1 that there is a computable lower bound for
the total curvature of the non-planar hypersurfaces of the set Cn defined in
the statement below.

Theorem 1.4. (The Gap Theorem) Let Cn be the set of finite strong to-
tal curvature complete orientable hypersurfaces φ : Mn → Rn+1, n ≥ 3, such
that Hn does not change sign in M . Then either φ(Mn) is a hyperplane, or∫

M
|A|n dM > 2

√
n! (
√
π)n+1

/
Γ((n+ 1)/2),

where Γ is the gamma function.
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1254 M. do Carmo and M. F. Elbert

Remark 1.5. For the Gap Theorem it is not enough to requiring that
Hn does not change sign at the ends of the hypersurface. This condition
should hold on the whole M . Consider the rotation hypersurfaces in Rn+1

generated by the smooth curve xn+1 = ε e−1/x2
1 , ε > 0, (x1, . . . , xn, xn+1) ∈

Rn+1, around the xn+1-axis. In Example 2, we check that, for all ε, this
hypersurface has finite strong total curvature. It is easy to see that Hn

does not change sign at the (unique) end of the hypersurface. However, as ε
approaches zero, these hypersurfaces approach a hyperplane, and the lower
bound for the total curvature of the family is zero.

The paper is organized as follows. In Section 2, we define and present
some examples of hypersurfaces with finite strong total curvature. In Sec-
tion 3, we discuss (Proposition 3.2) the rate of decay at infinity of the second
fundamental form of a hypersurface under the hypothesis of finite strong to-
tal curvature. In Section 4, we show that each end of such a hypersurface
has a unique “tangent plane at infinity” (see the definition before Proposi-
tion 4.4) and in Section 5, we prove Theorems 1.1, 1.2 and the Gap Theorem.

2. Definitions and examples

In the rest of this paper, we will be using the following notation for an
immersion φ : Mn → Rn+1:

ρ = intrinsic distance in M

d = distance in Rn+1; 0 = origin of Rn+1

Dp(R) = {x ∈M ; ρ(x, p) < R}
Dp(R,S) = {x ∈M ; R < ρ(x, p) < S}

B(R) = {x ∈ Rn+1; d(x, 0) < R}; S(R) = ∂B(R)

A(R,S) = {x ∈ Rn+1; R < d(x, 0) < S}.

We choose a point p0 ∈M and for all x ∈M , ρ0(x) will denote the
intrinsic distance in M from x to p0. Now, we set the notation for the norms
(see [3, (1.2)]) that will be used in the definition of strong total curvature.

Let Ω ⊂M . Given any q > 0, we define the weighted space Lqs(Ω) of all
measurable functions of finite norm

‖u‖Lqs(Ω) =

(∫
Ω
|u|q|ρ0|−qs−n dM

)1/q

.
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We introduce the weighted Sobolev space W 1,q
s (Ω) of all measurable functions

of finite norm

‖u‖W 1,q
s (Ω) = ‖u‖Lqs(Ω) + ‖∇u‖Lqs−1(Ω),

where ∇u is the gradient of u in M .
The quantity ‖ |A| ‖W 1,q

−1 (M) will be called the strong total curvature of
the immersion by and we say that the immersion has finite strong total
curvature if

|A| ∈W 1,q
−1 (M), for q > n,

that is, if

‖ |A| ‖W 1,q
−1 (M) =

(∫
M
|A|q|ρ0|q−n dM

)1/q

+

(∫
M
|∇|A||q|ρ0|2q−n dM

)1/q

<∞, for q > n.

We remark that the function ρ0 used above to define these norms could
be replaced by the distance with respect to any other fixed point p ∈M .
We also remark that the weights used to define the norm ‖.‖W 1,q

−1
make it

invariant by dilations (see the proof of Proposition 3.2).
Our goal now is to find some interesting examples. We deal with rota-

tional hypersurfaces. We first consider the hypersurfaces obtained by the
rotation of a profile curve (x1, 0, . . . , 0, xn+1 = f(x1)) in Rn+1 around the
x1-axis.

A parametrization of M can be given by

(2.1) X(x1, t2, . . . , tn) = (x1, f(x1)ξ),

where ξ = ξ(t2, . . . , tn) is an orthogonal parametrization of the unit sphere
Sn−1

1 . The basic vector fields associated to X are

X1 = (1, f ′(x1)ξ) and Xj = (0, f(x1)uj), j = 2, . . . , n,

where {uj}j is a frame of unit vectors tangent to the sphere, and a unit
normal field can be chosen to be

N =
1√

1 + (f ′(x1))2
(f ′(x1),−ξ).

In the frame {X1, . . . , Xn}, the coefficients of the metric are given by

g11 = 1 + f ′2, gij = 0, i 6= j, and gjj = f2, j = 2, . . . , n
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1256 M. do Carmo and M. F. Elbert

and the volume element of M is then given by

dM = (1 + f ′2)1/2 fn−1 dx1 dµ,

where dµ is the volume element of Sn−1
1 .

If h : M → R is a differentiable function, the gradient of h can be ex-
pressed by

∇h =
∑
j,k

gjkXj(h)Xk,

where (gjk)jk = (gjk)
−1
jk .

With our choice for N , the principal curvatures are the following
k1 = −f ′′

(1+f ′2)3/2 along the direction tangent to a copy of the profile curve and

k2 = · · · = kn = 1
f(1+f ′2)1/2 along the directions which are tangent to Sn−1

1 .
After a translation, if necessary, we can assume that the profile curve

touches the xn+1-axis at a point p0. We choose p0 to define our distance
function, i.e., ρ0(p) denotes the distance in M from p to p0. We notice that
ρ0(p) can be estimated by the length of a special curve that links p to p0

composed by two parts, α and β, suitably chosen. Let x1(p) denote the x1-
coordinate of p. We choose α to be the geodesic in the (n− 1)-sphere of
radius f(x1(p)), contained in the hyperplane x1 = x1(p), that links p to the
point p̂ ∼= (x1(p), 0, . . . , 0, f(x1(p)). β will be the part of the profile curve
that joins p̂ and p0. We then have

ρ0(p) ≤ length of α+ length of β ≤ πf(x1(p)) +

∫ x1(p)

0

√
1 + f ′2(t) dt,

where (t, f(t)) is the natural parametrization of β in the x1xn+1-plane.
Sometimes it is convenient to consider M as the rotation of a curve

xn+1 = f(x1) around the xn+1-axis. A suitable parametrization for M is
then

(2.2) Y (x1, t2, . . . , tn) = (x1 ξ, f(x1)),

where ξ = ξ(t2, . . . , tn) is an orthogonal parametrization of the unit sphere
Sn−1

1 . In this case, the unit normal field and the metric can be given by:

N =
1√

1 + (f ′(x1))2
(ξf ′(x1),−1).

g11 = 1 + f ′2, gij = 0, i 6= j, and gjj = x2
1, j = 2, . . . , n.
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We collect, in the following proposition, some quantities related to the
rotational hypersurfaces described above. The result follows from straight-
forward computation.

Proposition 2.1.

a) For the hypersurface M in Rn+1 obtained by the rotation of the curve
(x1, 0, . . . , 0, xn+1 = f(x1)) around the x1-axis, with the parametriza-
tion given by (2.1), we have

|A|2 =
n− 1

f2(1 + f ′2)
+

(f ′′)2

(1 + f ′2)3
, |∇|A|| =

∣∣∣∣∂|A|∂x1

∣∣∣∣ 1

(1 + f ′2)1/2

and dM = (1 + f ′2)1/2 fn−1 dx1dµ.

b) For the hypersurface M in Rn+1 obtained by the rotation of the curve
(x1, 0, . . . , 0, xn+1 = f(x1)) around the xn+1-axis, with the parametriza-
tion given by (2.2), we have

|A|2 =
(n− 1)f ′2

x2
1(1 + f ′2)

+
(f ′′)2

(1 + f ′2)3
, |∇|A|| =

∣∣∣∣∂|A|∂x1

∣∣∣∣ 1

(1 + f ′2)1/2

and dM = (1 + f ′2)1/2 xn−1
1 dx1dµ.

Example 1. Here, we prove that the rotational hypersurfaces of Rn+1 with
vanishing higher order mean curvatures has finite strong total curvature.
These hypersurfaces are classified in [16].

Let M be a rotational hypersurface of Rn+1 with Hr = 0 generated by
the rotation of a curve xn+1 = f(x1) around the x1-axis. In this case, we
know from [16] that the function f is even, positive and convex, and satisfies:

f(0) = 1, f ≥ 1,

1 + f ′2 = fv, where v =
2(n− r)

r
,

and ff ′′ =
v

2
fv.

We can conclude that f is increasing for x1 > 0. Also from [16] (see
Lemma 2.1), we know that the behaviour of f can be distinguished into
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three cases, depending on the value of v. We have:

f(x1) = O
(
|x1|

2

2−v

)
, if v < 2

f is defined in a limited interval (−L,L), if v > 2

f(x1) = cosh(x1), if v = 2.

Case 1: v < 2, or equivalently, n < 2r.

Let M1 be the restriction of M to the region R1 where 1 < |x1| <∞. It
is enough to show that ‖ |A| ‖W 1,q

−1 (M1) <∞. By Proposition 2.1 a) we can
write

|A|2 =
k

fv+2
, with k =

4(n− 1) + v2

4
,

|∇|A|| = k̃(fv − 1)1/2

fv+2
=
k̃(1− 1/fv)1/2

f
v+4

2

<
k̃

f
v+4

2

, with k̃ =

√
k(v + 2)

2
,

ρ0(p) ≤ πf(x1(p)) +

∫ x1(p)

0
fv/2(t) dt ≤ πf(x1(p)) + fv/2(x1(p)) x1(p)

and

dM = f
2(n−1)+v

2 dx1dµ.

We use that f(x1) = O
(
|x1|

2

2−v

)
to conclude that

|A| ≤ cte . |x1|
v+2

v−2 , |∇|A|| ≤ cte . |x1|
v+4

v−2 , ρ0(p) ≤ cte . |x1|
2

2−v

and

dM = τ(x1)dx1dµ, where τ(x1) ≤ cte . |x1|
2(n−1)+v

2−v .

Then ∫
M1

|A|qρq−ndM ≤ cte

∫
Sn−1

1

∫
R1

x
−1− qv

2−v
1 dx1dµ <∞

and ∫
M1

|∇|A||qρ2q−ndM ≤ cte

∫
Sn−1

1

∫
R1

x
−1− qv

2−v
1 dx1dµ <∞.

Case 2: v > 2, or equivalently, n > 2r.
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In this case, f is defined in a limited interval (−L,L) and tends to infinity
when x1 goes to ±L. Let l, l ∈ (0, L), be such that f(l) = 2 and let f̄ be the
restriction of f to the interval (l, L). Let M1 be the hypersurface generated
by the rotation of f̄ around the x1-axis. It is clear that if M1 has finite strong
total curvature, the same happens to M . Let G(xn+1) = x1 be the inverse
function of f̄ . Then, G is given by (see (2.3) in [16])

G(xn+1) =

∫ xn+1

2

1√
tv − 1

dt.

Interchanging the role of x1 and xn+1, we write

xn+1 = H(x1) =

∫ x1

2

1√
tv − 1

dt.

and we can see M1 as the hypersurface obtained by the rotation of H(x1),
x1 ∈ (2,∞), around the xn+1-axis. We claim that M1 has finite strong total
curvature. We use Proposition 2.1 b) and that 1 +H′2 = 1/(1− 1/xv) is
bounded to obtain

|A| = cte . x
− v+2

2

1 ,

|∇|A|| ≤ cte . x
− v+4

2

1 ,

ρ0(p) ≤ πx1(p) +

∫ x1(p)

2
(1 +H′2(t))1/2 dt ≤ cte . x1

and

dM =
xn−1

(1− 1
xv )

1

2

dx1dµ.

Putting things together, we can see that ‖ |A| ‖W 1,q
−1 (M1) <∞ and the

claim is proved.

Case 3: v = 2, or equivalently, n = 2r.

This case follows from a straightforward computation.

Example 2. Here, we prove that the hypersurface M obtained by the
rotation of the curve xn+1 = f(x1), where f(x1) = εe−1/x2

1 , around the xn+1-
axis has finite strong total curvature. In order to prove that ‖ |A| ‖W 1,q

−1 (M) <
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∞, it is clear that we can make our computation for x1 ≥ 1. We have:

f(x1) = εe−1/x2
1 , f ′(x1) =

2f

x3
1

and f ′′(x1) =
2f

x6
1

(2− 3x2
1),

with lim
x1→∞

f(x1) = ε and lim
x1→∞

f ′(x1) = 0.

By using Proposition 2.1 b) we may write

|A| = G(x1)

x4
1

, where G(x1) is a bounded differentiable function,

and, for x1 ≥ 1, |∇|A|| ≤ cte
x4
1
. We also have

ρ0(p) ≤ cte . x1 and dM = (1 + f ′2)1/2xn−1
1 dx1dµ.

A straightforward computation shows that ‖ |A| ‖W 1,q
−1 (M) <∞.

Example 3. The minimal hypersurfaces of Rn+1 with finite total curvature
have finite strong total curvature (see Remark 5.1).

3. The rate of decay of the second fundamental form

Without loss of generality, we assume that 0 ∈ φ(M) and we choose a point
0 ∈M such that 0 = φ(0). For x ∈M , ρ0(x) will denote the intrinsic distance
in M from x to 0. Then, from now on, when we say that the immersion has
finite strong total curvature we are implicitly assuming w.l.g. that 0 ∈ φ(M).

The following lemma will be repeatedly used in this and in the next
section.

Lemma 3.1. Let D ⊂ Rn+1 be a bounded domain with smooth boundary
∂D. Let (Wi) be a sequence of connected n-manifolds and let φ : Wi →
Rn+1 be immersions such that φ(∂Wi) ∩D = ∅ and φ(Wi) ∩D = Mi is con-
nected and nonvoid. Assume that there exists a constant C > 0 such that
sup
x∈Mi

|Ai(x)|2 < C and that there exists a sequence of points (xi), xi ∈Mi,

with a limit point x0 ∈ D. Then:

i) A subsequence of (Mi) converges C1,λ on the compact parts (see the
definition below) to a union of hypersurfaces M∞ ⊂ D, where λ < 1.

ii) If, in addition,
(∫

Mi
|Ai|qαi dM

)1/q
+
(∫

Mi
|∇|Ai||qβi dM

)1/q
→ 0,

for sequences (αi)i and (βi)i of continuous functions such that
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inf
x∈Mi

{αi, βi} ≥ κ > 0. Then a subsequence of |Ai| converges to zero

everywhere and M∞ is a union of hyperplanes.

By C1,λ convergence to M∞ on compact sets we mean that for any
m ∈M∞ and each tangent plane TmM∞ there exists an euclidean ball Bm
around m so that, for i large, the image by φ of some connected component
of φ−1(Bm

⋂
Mi) can be graphed over TmM∞ by a function gmi and the

sequence gmi converges C1,λ to the graph g∞ of M∞ over the chosen plane
TmM∞.

Proof. From the uniform bound of the curvature |Ai|2, we conclude the
existence of a number δ > 0 such that for each pi ∈Mi and for each tangent
space TpiMi,Mi can be graphed by a function fpii over a disk Uδ(pi) ⊂ TpiMi,
of radius δ and center pi in TpiMi, and that such functions have a uniform
C1 bound (independent of pi and i). We want to show that we also have a
uniform C2 bound.

Let q be a point in the part of Mi that is a graph over Uδ(pi) and let
v ∈ TqMi . Consider the plane Pq that contains the normal vector Ni(q) and
v and take the curve Ci = Pq ∩Mi . Parametrize Ci by ci(t) with ci(0) = q,
project it down to TpiMi parallely to the normal at pi . Let c̃i(t) be this
projection; then, ci(t) =

(
c̃i(t), f

pi
i (c̃i(t))

)
and the normal curvature of Mi

in q along v is

(3.1) kiv(q) =
(
fpii
)′′

(0)
/(

1 +
[(
fpii
)′

(0)
]2)3/2

,

where, e.g., (fpi )′(t) means the derivative in t of fpii (c̃i(t)) = fpii (t). It follows
that we have a uniform estimate for second derivatives in any direction v.
By a standard procedure (see e.g. [10] p. 280), this implies a uniform C2-
bound on fpii . Now, consider the sequence (xi) with a limit point x0, and let
τi be the translation that takes xi to x0. The unit normals of τi(Mi) at x0

have a convergent subsequence, hence a subsequence of the tangent planes
Tx0

(τiMi) converges to a plane P containing x0. For i large, the parts of
Mi that were graphs over Uδ(xi) are now graphs over Uδ/2(x0) ⊂ P ; we will
denote the corresponding functions by gx0

i . By the bounds on the deriva-
tives that we have obtained, the functions gx0

i and their first and second
derivatives are uniformly bounded, say, |gx0

i |2;Uδ/2(x0) < C1. By standard ar-
guments using the Mean Value and Arzelá-Ascoli theorems, we conclude
that a subsequence of gx0

i converges C1,λ to a function gx0
∞ (i.e., that the

immersion C2(Uδ/2(x0)) ↪→ C1,λ(Uδ/2(x0)) is compact).
Notice that we have obtained a subsequence of (Mi) with the property

that those parts of Mi that are graphs around the points xi, converge to a
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hypersurface, again a graph, passing through x0. We will express this fact
by saying that (Mi) has a subsequence that converges locally at x0.

To complete the proof of (i) of Lemma 3.1, we need a covering argument
that runs as follows.

Let L be the set of all limit points of sequences of the form (pi), where
pi ∈Mi, and let M∞ be the connected component of L that contains x0.
Let q1, q2, . . . be a sequence of points in M∞ that is dense in M∞. Let
(qi1), qi1 ∈Mi, be a sequence that converges to q1. As we did before, we
can obtain a subsequence (M1

i ) of (Mi) that converges locally at q1 (to a
hypersurface). From this sequence, we can extract a subsequence (M2

i ) that
converges locally at q1 and q2. By induction, we can find sequences (Mn

i ) that
converge locally at

⋃
i qi, i = 1, . . . , n. By using the Cantor diagonal process,

we obtain a sequence M1
1 ,M

2
2 , . . . that converges C1 to M∞ and shows that

M∞ is a collection of C1 hypersurfaces. Clearly M∞ has no boundary point
in the interior of D. Thus M∞ extends to the boundary of D. Since the local
convergence is uniform in compact subsets, it follows that the convergence
to M∞ is uniform in the compact subsets of M∞. This completes the proof
of (i) of Lemma 3.1.

Now we prove (ii) of Lemma 3.1. By (i), a subsequence of Mi converges
C1 to a collection of hypersurfaces,M∞. As in the proof of (i), given p ∈M∞,
we can look upon the part of Mi near p, for large i, as a graph of a function
gpi over Uδ/2(p) ⊂ TpM∞. The functions gpi converge C1 to the function gp

that defines M∞ near p.
Let Gpi be the metric of Mi restricted to gpi (Uδ/2(p)), Gp∞ be the metric

of M∞ restricted to gp(Uδ/2(p)) and let E be the euclidean metric in TpM∞.
Notice that since the convergence Mi →M∞ is C1, Gpi converges to Gp∞.
There exists a constant λi > 0 such that

1

λi
E(X,X) ≤ Gpi (X,X) ≤ λiE(X,X), for all X ∈ TpM∞ ' Rn.

Then dMi =
√
det(G)dV ≥ ( 1

λi
)n/2dV, where dV is element of volume of

(TpM∞, E) ' Rn. We obtain

(∫
gpi (Uδ/2(p))

|A|qαi dM

)1/q

+

(∫
gpi (Uδ/2(p))

|∇|A||qβi dM

)1/q

≥ κ(
1

λi
)n/2

(∫
Uδ/2(p)

|A|q dV

)1/q

+ κ(
1

λi
)(n+q)/2

(∫
Uδ/2(p)

|∇E |A| |qE dV

)1/q

.
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Since(∫
gpi (Uδ/2(p))

|A|qαi dM

)1/q

+

(∫
gpi (Uδ/2(p))

|∇|A||qβi dM

)1/q

→ 0

we conclude that |Ai| → 0 in the usual Sobolev space W 1,q(Uδ/2(p)). Now,
since q > n, it follows from the fact that the injection

W 1,q(Uδ/2(p)) ↪→ C0(Uδ/2(p),R)

is compact (see, for instance, [1], page 168) that a subsequence of (|Ai|)i
(again denoted by (|Ai|)i) converges to zero in ‖.‖C0 .

Finally, we prove that M∞ is a collection of hyperplanes by using the fact
that |Ai| → 0 everywhere. Since we have not proved that the convergence is
C2, this is not immediate. An argument is as follows. Let p ∈M∞ and again
look at the part of Mi near p as a graph of a function gpi over Uδ/2(p) ⊂
TpM∞ so that, as before, gpi converges C1 to gp that defines M∞ near p.
Let q ∈ Uδ/2(p) and w ∈ Rn, |w| = 1. Set r(t) = q + tw ⊂ Uδ/2(p), ci(t) =
(r(t), gpi (r(t))) and c(t) = (r(t), gp(r(t))). The fact that |Ai| → 0 is easily
seen to imply that (gpi )

′′(t)→ 0 in Uδ/2(p) (See (3.1)).
We will prove that M∞ is a hyperplane over Uδ/2(p); since p is arbitrary,

this will yield the result. Since we have a bound for the second derivatives of
gpi in Uδ(p), we can use the Dominated Convergence Theorem and the fact
that (gpi )

′(t)→ (gp)′(t) to obtain

(gp)′(t)− (gp)′(0) = lim
j→∞
{(gpi )

′(t)− (gpi )
′(0)}

= lim
j→∞

∫ t

0
(gpi )

′′(s) ds =

∫ t

0
lim
j→∞

(gpi )
′′(s) ds = 0,

Thus, c(t) is a straight line and, since w is arbitrary, M∞ is a hyperplane
over Uδ(p), as we asserted. This concludes the proof of Lemma 3.1. �

Remark. For future use, we observe that in the proof that M∞ is a hyper-
plane we only use that the convergence is C1, that we have a bound for the
second derivatives of gpi and that |Ai| → 0 everywhere.

The proof of the following proposition is inspired by that of [2], Propo-
sition 2.2; for completeness, we present it here. Actually, the crucial point
of the proof (Lemma 3.3 below), is also similar to the proof of Proposition
2 in Choi-Schoen [10].



i
i

“3-Elbert” — 2019/12/3 — 1:37 — page 1264 — #14 i
i

i
i

i
i

1264 M. do Carmo and M. F. Elbert

Proposition 3.2. Let φ : Mn → Rn+1 be a complete immersion with finite
strong total curvature. Then, given ε > 0 there exists R0 > 0 such that, for
r > R0,

r2 sup
x∈M−D0(r)

|A|2(x) < ε.

For the two lemmas below we use the following notation. We denote
by h : Xn → Rn+1 an immersion into Rn+1 of an n-manifold Xn = X with
boundary ∂X such that there exists a point x ∈ X with Dx(1) ∩ ∂X = ∅.

Lemma 3.3. There exists δ > 0 such that if

(∫
Dx(1)

|A|qµ dX

)1/q

+

(∫
Dx(1)

|∇|A||qν dX

)1/q

< δ,

for any h : Xn → Rn+1 as above and for any pair of continuous functions
µ, ν : Dx(1)→ R that satisfy inf

Dx(1)
{µ, ν} > c > 0, then

sup
t∈[0,1]

[
t2 sup
Dx(1−t)

|Ah|2
]
≤ 4.

Here Ah is the linear map associated to the second fundamental of h.

Proof. Suppose the lemma is false. Then there exist a sequence hi : Xi →
Rn+1, a sequence of points xi ∈ Xi with Dxi(1) ∩ ∂Xi = ∅ and sequences
(µi)i, (νi)i, with inf

Dx(1)
{µi, νi} > c such that

(∫
Dxi (1)

|Ai|qµi dXi

)1/q

+

(∫
Dxi (1)

|∇|Ai||qνi dXi

)1/q
→ 0

but

sup
t∈[0,1]

[
t2 sup
Dxi (1−t)

|Ai|2
]
> 4,

for all i, where Ai = Ahi .
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Choose ti ∈ [0, 1] so that

t2i sup
Dxi (1−ti)

|Ai|2 = sup
t∈[0,1]

[
t2 sup
Dxi (1−t)

|Ai|2
]

and choose yi ∈ Dxi(1− ti) so that

|Ai|2(yi) = sup
Dxi (1−ti)

|Ai|2.

By using that Dyi(ti/2) ⊂ Dxi(1− (ti/2)) we obtain

sup
Dyi (ti/2)

|Ai|2 ≤ sup
Dxi (1−(ti/2))

|Ai|2 ≤
t2i
t2i /4

sup
Dxi (1−ti)

|Ai|2,

hence, by the choice of yi, we have

(3.2) sup
Dyi (ti/2)

|Ai|2 ≤ 4|Ai|2(yi).

We now rescale the metric defining ds̃2
i = |Ai|2(yi)ds

2
i , that is, ds̃2

i is
the metric on Xi induced by h̃i = di ◦ hi, where di is the dilation of Rn+1

about hi(yi) (by translation, we may assume that hi(yi) = 0) by the factor
|Ai|(yi). The symbol ∼ will indicate quantities measured with respect to the
new metric ds̃2

i .
By assumption, |Ai|2(yi) > 4/t2i . Thus

D̃yi(1) = Dyi([|Ai|(yi)]−1) ⊂ Dyi(ti/2) ⊂ Dxi(1− ti/2) ⊂ Dxi(1).

It follows that D̃yi(1) ∩ ∂Xi = ∅. Now, we use (3.2) and the fact that

|Ãi|(p) = [|Ai|(yi)]−1|Ai|(p)

to obtain

sup
D̃yi (1)

|Ãi|2 ≤ 4.

Therefore, the sequence h̃i = D̃yi(1)→ Rn+1, h̃i(yi) = 0, is a sequence
of immersions with uniformly bounded second fundamental form.
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By using that D̃yi(1) = Dyi([|Ai|(yi)]−1) ⊂ Dxi(1) we have

(∫
Dxi (1)

|Ai|qµi dXi

)1/q

+

(∫
Dxi (1)

|∇|Ai||qνi dXi

)1/q

≥

(∫
Dyi ([|Ai|(yi)]−1)

|Ai|qµi dXi

)1/q

+

(∫
Dyi ([|Ai|(yi)]−1)

|∇|Ai||qνi dXi

)1/q

.

Thus, we obtain(∫
D̃yi (1)

|Ãi|qµi |Ai(yi)|q−n dX̃i

)1/q

+

(∫
D̃yi (1)

|∇̃|Ãi||qνi |Ai(yi)|2q−n dX̃i

)1/q


≤

(∫
Dxi (1)

|Ai|qµi dXi

)1/q

+

(∫
Dxi (1)

|∇|Ai||qνi dXi

)1/q
→ 0.

Since |Ai(yi)| > 2
ti
≥ 2 we can use Lemma 3.1, with αi = µi|Ai(yi)|q−n,

βi = νi|Ai(yi)|2q−n and κ = 2c, to conclude that a subsequence of |Ãi| con-
verges to zero. But |Ãi|(yi) = 1, for all i, hence |Ã∞|(y∞) = 1. This is a
contradiction, and completes the proof of Lemma 3.3. �

Lemma 3.4. Given ε1 > 0, there exists δ > 0, such that if

(∫
Dx(1)

|A|qµ dX

)1/q

+

(∫
Dx(1)

|∇|A||qν dX

)1/q

< δ,

for any h : Xn → Rn+1 as above and for any pair of continuous functions
µ, ν : Dx(1)→ R that satisfy inf

Dx(1)
{µ, ν} > c > 0, then

sup
Dx(1/2)

|Ah|2 < ε1.

Proof. Suppose the lemma is false. Then there exist a sequence hi : Xi →
Rn+1, a sequence of points xi ∈ Xi with Dxi(1) ∩ ∂Xi = ∅ and sequences
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(µi)i, (νi)i, with inf
Dx(1)

{µi, νi} > c such that

(3.3)

(∫
Dxi (1)

|Ai|qµi dXi

)1/q

+

(∫
Dxi (1)

|∇|Ai||qνi dXi

)1/q
→ 0

but

(3.4) sup
Dxi (1/2)

|Ai|2 ≥ K2,

for some constant K.
By Lemma 3.3 (with t = 1/2), we have, for i sufficiently large,

sup
Dxi (1/2)

|Ai|2 ≤ 16.

By (3.3) and Lemma 3.1 , a subsequence of |Ai| converges to zero. This is a
contradiction to (3.4) and proves Lemma 3.4. �

Proof of Proposition 3.2. We first rescale the immersion φ to φ̃ = d2/r ◦ φ,
where d2/r is the dilation by the factor 2/r. Thus the metric induced by x̃ in
M is ds̃2 = (4/r2)ds2, where ds2 is the metric induced by φ. We will denote
the quantities measured relative to the new metric by the superscript ∼.
Notice that the second fundamental form Ã satisfies |Ã|2 = r2

4 |A|
2.

Therefore, Proposition 3.2 will be established once we prove that given
ε > 0 there exists R0 such that, for r > R0,

sup
M−D̃0(2)

|Ã|2 < ε/4.

Given the above ε, set ε1 < ε/4 and let δ > 0 be given by Lemma 3.4.
Since M has finite strong total curvature, there exists R0 such that, for
r > R0,

δ >

(∫
D0(r/2,∞)

|A|q|ρ0|q−n dM

)1/q

+

(∫
D0(r/2,∞)

|∇|A||q|ρ0|2q−n dM

)1/q

=

(∫
D̃0(1,∞)

|Ã|q|ρ̃0|q−n dM̃

)1/q

+

(∫
D̃0(1,∞)

|∇̃|Ã||q|ρ̃0|2q−n dM̃

)1/q

.
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For x ∈M − D̃0(2), we have D̃x(1) ⊂ D̃0(1,∞) and then inf
D̃x(1)

ρ̃0 > 1.

Now, Lemma 3.4, with µ = |ρ̃0|q−n and ν = |ρ̃0|2q−n, and the above inequal-
ity imply that

sup
D̃x(1/2)

|Ã|2 < ε1,

hence

sup
M−D̃0(2)

|Ã|2 ≤ ε1 < ε/4.

This completes the proof of Proposition 3.2. �

4. Uniqueness of the tangent plane at infinity

The proof of our Theorem 1.1 depends on a series of lemmas and a crucial
proposition to be presented in a while. In this section, φ : Mn → Rn+1 will
always denote a complete hypersurface such that φ(Mn) passes through the
origin 0 of Rn+1, with finite strong total curvature.

The following lemma is similar to Lemma 2.4 in Anderson [2].

Lemma 4.1. Let φ : Mn → Rn+1 be as above and let r(p) = d(φ(p), 0),
where p ∈M and d is the distance in Rn+1. Then φ is proper and the gra-
dient ∇r of r in M satisfies

lim
r→∞

|∇r| = 1.

In particular, there exists r0 such that if r > r0, ∇r 6= 0, i.e., the function r
has no critical points outside the ball B(r0).

Proof. If the immersion is not proper, we can find a ray γ(s) issuing from
0 and parametrized by the arc length s such that as s goes to infinity the
distance r(γ(s)) is bounded. Let such a ray be given and set T = γ′(s). Let

X = (1/2)∇r2 = r∇r,

be the position vector field, where ∇r is the gradient of r in Rn+1. Then

T 〈X,T 〉 = 〈∇TX,T 〉+ 〈X,∇TT 〉 = 1 + 〈X,∇TT 〉.

Since γ is a geodesic in M , the tangent component of ∇TT vanishes and

∇TT = 〈∇TT,N〉N = −〈∇TN,T 〉N = 〈A(T ), T 〉N.
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It follows, by Cauchy-Schwarz inequality, that

|〈X,∇TT 〉| ≤ |X| |A(T )| |T | ≤ |X| |A|,

hence

T 〈X,T 〉 ≥ 1− |X| |A|.

By using Proposition 3.2 with ε = 1/m2, and the facts that r = |X(s)| ≤
s and that γ is a minimizing geodesic, we obtain

(4.1) T 〈X,T 〉(s) ≥ 1− 1

m
,

for all s > R0, where R0 is given by Proposition 3.2. Integration of (4.1)
from R0 to s gives

(4.2) 〈X,T 〉(s) ≥
(

1− 1

m

)
(s−R0) + 〈X,T 〉(R0).

Because r(s) = |X(s)| ≥ 〈X,T 〉(s), we see from (3.2) that r goes to in-
finity with s. This is a contradiction and proves thatM is properly immersed.

Now let {pi} be a sequence of points in M such that {r(pi)} → ∞. Let
γi be a minimizing geodesic from 0 to pi, and denote again by γ(s) the ray
which is the limit of {γi}. For each γi, we apply the above computation, and
since

〈Xi, Ti 〉(s) = 〈ri∇ri, Ti 〉(s) ≤ ri|∇ri|(s),

we have

|∇ri|(s) ≥
〈Xi, Ti 〉(s)

s
≥
(

1− 1

m

)(
s−R0

s

)
+
〈Xi, Ti 〉(R0)

s
,

hence, for the ray γ(s),

(3.3) |∇r|(s) ≥
(

1− 1

m

)(
s−R0

s

)
+
〈X,T 〉(R0)

s
·

By taking the limit in (3.3) as s→∞, we obtain that lim
s→∞

|∇r| ≥ 1− 1

m
·

Since m and the sequence {pi} are arbitrary, and |∇r| ≤ 1, we conclude that
lim
r→∞

|∇r| = 1, and this completes the proof of Lemma 4.1. �
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Remark. Related to Lemma 4.1, Bessa, Jorge and Montenegro [5] proved
independently that for an immersion φ : Mn → RN (of arbitrary codimen-
sion) for which the norm |α| of the second fundamental form α satisfies

lim
r→∞

sup
p∈M−D0(r)

r2|α|2 < 1

it holds that φ is proper and that the distance function r = d(φ(p), 0), p ∈M ,
has no critical point outside a certain ball.

Now, let r0 be chosen so that r has no critical points in W = φ(M)−
(B(r0) ∩ φ(M)). By Morse Theory, x−1(W ) is homeomorphic to φ−1[φ(M) ∩
S(r0)]× [0,∞). Let V be a connected component of φ−1(W ), to be called
an end of M . It follows that M has only a finite number of ends. In what
follows, we identity V and φ(V ).

Let r > r0 and set

Σr =
1

r
[V ∩ S(r)] ⊂ S(1),

Vr =
1

r
[V ∩B(r)] ⊂ B(1).

Denote by Ar the second fundamental form of Vr. Then

|Ar|2(x) = r2|A|2(rx).

Lemma 4.2. For r > r0, V ∩B(r) is connected.

Proof. Notice that V = S × [0,∞) where S is a connected component of
M ∩ S(r0). Assume that V ∩B(r) has two connected components, V1 and
V2. Since (V1 ∪ V2) ∩ S(r0) is connected, either V1 ∩ S(r0) or V2 ∩ S(r0) is
empty. Assume it is V2 ∩ S(r0).

Let p ∈ V2. Since all the trajectories of ∇r start from V1 ∩ S(r0), there
exists a trajectory ϕ(t) with ϕ(0) ∈ V1 ∩ S(r0) and ϕ(t2) = p. Thus, there
exist t0, t1 ∈ [0, t2], such that a trajectory of ∇r satisfies |ϕ(t0)| = |ϕ(t1)| =
r. We claim that this implies the existence of a critical point of r at some
point of ϕ(t).

Indeed, let f(t) = r(ϕ(t)). Then f : R→ R is a smooth function with
f(t0) = f(t1). Thus, there exists t ∈ [t0, t1] with f ′(t) = 0. But

f ′(t) = dr

(
dϕ

dt

)
= dr(∇r) = 〈∇r,∇r〉.
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Therefore,

0 = f ′(t) = |∇r(t̄)|2

and this proves our claim.
Thus we have reached a contradiction and this proves the lemma. �

Lemma 4.3. Let 0 < δ < 1 be given and fix a ring A(δ, 1) ⊂ B(1). Then,
given ε > 0, there exists r1 such that, for all r > r1 and all x ∈ Vr ∩A(δ, 1),
we have

|Ar|2(x) < ε.

Proof. By Proposition 3.2, there exists r0 such that for r > r0

(3.4) r2 sup
x∈M−D0(r)

|A|2(x) < δ2ε.

Take r1 = r0/δ. Then, for r > r1 and x ∈ Vr ∩A(δ, 1),

r|x| > rδ > r0.

Thus, by (3.4), for all x ∈ Vr ∩A(δ, 1) and r > r1,

(3.5) r2|x|2
[

sup
y∈M−D0(r|x|)

|A|2(y)

]
< δ2ε.

Now, by using again Proposition 3.2 and (3.5), we obtain that

|Ar|2(x) = r2|A|2(rx) ≤ r2 sup
y∈M−D0(r|x|)

|A|2(y) <
δ2ε

|x|2
< ε,

for all x ∈ Vr ∩A(δ, 1) and r > r1, and this proves Lemma 4.3. �

By Lemma 4.3, we see that |Ar|2 → 0 uniformly in the ring A(δ, 1).
It follows from this and the fact that Vr is connected that we can apply
Lemma 3.1(i) and conclude that a subsequence Vri of Vr, ri →∞, converges
C1 to a union of hypersurfaces π in A(δ, 1) . Again, since |Ar| → 0 uniformly,
π is a union of n-planes in A(δ, 1) (see Remark after the proof of Lemma 3.1).
Since δ is arbitrary, a subsequence again denoted by Vri converges to π in
B(1)− {0} and the n-planes in π all pass through the origin 0. Thus, each
two of them intersect along a linear (n-1)-subspace L and the hypersurfaces
Σri ⊂ Sn1 , given by the inverse images of the regular values ri of the distance
function r, converge to a family Σ∞ of equators of Sn1 each two of each
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intersect along L ∪ Sn1 . We claim that Σ∞ contains only one equator. In
fact, for ri large enough, by the basic transversality theorem ([12] Chapter 3,
Theorem 2.1), Σri has a self intersection close to L ∪ Sn1 and this contradicts
the fact that Σri is an embedded hypersurface. It follows that π is a single n-
plane passing through 0, possibly with multiplicity m ≥ 1. Since Σ∞ covers
Sn−1

1 , which is simply-connected, m = 1. Thus V is embedded and π is a
single plane that passes through the origin.

The n-plane π spanned by Σ∞ is called the tangent plane at infinity of
the end V associated to the sequence {ri}. A crucial point in the proof of
Theorem 1.1 is to show that this plane does not depend on the sequence
{ri}. Here we use for the first time the hypothesis on Hn.

Proposition 4.4. Each end V of M has a unique tangent plane at infinity.

Proof. Suppose that {si} and {ri}, si, ri →∞, are sequences of real numbers
and that π1 and π2 are distinct tangent planes at infinity associated to {si}
and {ri}, respectively. We can assume that the sequences satisfy

s1 < r1 < s2 < r2 < · · · < si < ri < · · · .

Let K be the closure of B(3/4)−B(1/4) and let N1 be the normal to π1,
obtained as the limit of the normals to

K ∩
{

1

si
V

}
=

1

si
(V ∩ siK).

Similarly, let N2 be the normal to π2 obtained as the limit of the normals
to K ∩ {(1/ri)V }.

Now let U1 and U2 be neighborhoods in Sn(1) of N1 and N2, respectively,
such that U1 ∩ U2 = ∅. Thus, there exists an index i0 such that, for i > i0, the
normals to K1

i = (siK) ∩ V are in U1 and the normals to K2
i = (riK) ∩ V

are in U2. If K1
i ∩K2

i 6= ∅, for some i > i0, this contradicts the fact that
U1 ∩ U2 = ∅, and the proposition is proved.

Thus we may assume that, for all i > i0, K1
i ∩K2

i = ∅. In this case, we
have (1/4)ri > (3/4)si; here, and in what follows, we always assume i > i0.
Set

Wi = V ∩
(
B

(
1

4
ri

)
−B

(
3

4
si

))
.
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Since Hn does not change sign in V , we have that ([17], Thm. II) g(∂Wi) ⊃
∂(g(Wi)). Since

g

(
S

(
1

4
ri

)
∩ V

)
⊂ U2,

g

(
S

(
3

4
si

)
∩ V

)
⊂ U1,

we have g(∂Wi) ⊂ U1 ∪ U2. Thus

(3.6) ∂(g(Wi)) ⊂ g(∂Wi) ⊂ U1 ∪ U2 .

We claim that there exists a point x ∈ Int(Wi) with Hn(x) 6= 0. Suppose
that

(3.7) {x ∈ Int Wi ;Hn(x) 6= 0} = ∅.

Since g(Wi) is connected and has nonvoid intersection with U1 and U2 which
are disjoint, there is a point x0 ∈ Int Wi such that g(x0) /∈ U1 ∪ U2 . Let
rank A(x0) = m. By (3.7), m < n. Since the ki’s are continuous, there is a
neighborhood V of x0 such that if x ∈ V ,

n > rank A(x) ≥ m,

where the left hand inequality follows from (3.7). This implies that either
rank A is constant and equal to m in a neighborhood of x0 or in each
neighborhood of x0 there is a point such that the rank of A at this point is
greater than m. In view of (3.7), the latter implies that we can find such a
point, to be called y0, so that about y0 there is a neighborhood with rank
A = m0 > m.

In both cases, we obtain a point and a neighborhood of this point for
which rank A is constant. Without loss of generality, we can assume this
point to be y0. Notice that we can assume g(y0) /∈ U1 ∪ U2 . By the Lemma
of Chern-Lashof ([9], Lemma 2), there passes through y0 a piece Lp of a
p-dimensional plane, p = n−m0, along which g is constant. If Lp intersects
∂Wi, g(y0) ∈ g(∂Wi) ⊂ U1 ∪ U2, and this contradicts the choice of y0. If not,
a point ȳ0 in ∂Lp has again rank A = m0 ([9], Lemma 2), and arbitrarily
close to ȳ0, we have a point y1 and a neighborhood of y1 whose rank is
m1 > m0 . Thus, we can repeat the process.

After a finite number of steps, the process will lead either to finding a
point with rank A = n, what contradicts (3.7), or to finding a piece L of a
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plane of appropriate dimension with the property that L ∩ ∂Wi 6= ∅. As we
have seen above, this is again a contradiction and proves our claim.

Thus, we can assume that there is a point x ∈ Int(Wi) with Hn(x) 6= 0.
Then g(Wi) contains an open set around g(x). We can assume that U1 and
U2 are small enough so that g(x) /∈ U1 ∪ U2. Since g(Wi) is connected and
has nonvoid intersection with both U1 and U2, the fact that there are interior
points in g(Wi) and (3.6) imply that

(3.8) g(Wi) ⊃ Sn(1)− {U1 ∪ U2}.

On the other hand, because(
Σk2

i

)q
> Ck2

1 · · · k2
n,

for a constant C = C(n), we have that

|Hn| <
1√
C
|A|q.

Furthermore, since φ has finite strong total curvature,∫
Wi

|A|q|ρ0|n−q dM → 0, i→∞.

Therefore, since

Area g(Wi) ≤
∫
Wi

|Hn| dM < (
1√
C

)

∫
Wi

|A|q|ρ0|n−q dM,

we have that Area g(Wi)→ 0. This a contradiction to (3.8), and completes
the proof of Proposition 4.4. �

5. Proofs of Theorems 1.1, 1.2 and 1.4

Proof of Theorem 1.1. (i) has already been proved in Lemma 4.1. To prove
(ii), we apply to each end Vi the inversion I : Rn+1 − {0} → Rn+1 − {0},
I(x) = x/|x|2. Then I(Vi) ⊂ B(1)−B(0) and as |x| → ∞ in Vi, I(x) con-
verges to the origin 0. It follows that each Vi can be compactified with a
point qi. Doing this for each Vi, we obtain a compact manifold M such that
M − {q1, . . . , qk} is diffeomorphic to M . This prove (ii).

To prove (iii), we use again the above inversion and observe that, by
Proposition 4.4, as |x| → ∞ in Vi, the normals at I(x) converge to a unique
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normal pi ∈ Sn1 (namely, to the normal of the unique plane at infinity of Vi).
Thus we obtain a continuous extension g : M → Sn1 of g by setting g(qi) = pi.
This proves (iii). �

Remark 5.1. As we mentioned in the introduction, Anderson proved in
[2] that a minimal hypersurfaceM (in fact, the codimension can be greater
than one) with finite total curvature is diffeomorphic to a compact manifold
minus finitely many points and that the Gauss map extends smoothly to the
punctures. From the proof of Theorem 3.2 in [2], we are able to understand
the behaviour of each end of M and, a fortiori, to conclude that M has
finite strong total curvature and that its Gauss-Kronecker curvature does
not change sign in each end.

Proof of Theorem 1.2(i). We first observe that Sn1 − (N ) is still simply-
connected. This comes from the fact that a closed curve C in Sn1 − (N )
is homotopic to a simple one and a disk generated by such a curve can, by
transversality, be made disjoint of N by a small perturbation. Thus C is
homotopic to a point in Sn1 − (N ).

Next, the restriction map

g̃ : M − g−1(N ∪ {pi})→ Sn1 − (N ∪ {pi})

where pi is defined in the proof of Theorem 1.1, is clearly proper and its
Jacobian never vanishes. In this situation, it is known that the map is sur-
jective and a covering map ([23], Corollary 1). Since Sn1 − (N ∪ {pi}) is
simply-connected, g̃ is a global diffeomorphism.

To complete the proof we must show that if g(n1) = g(n2) = p, n1, n2 ∈
g−1(N ∪ {pi}) then n1 = n2. Suppose that n1 6= n2. Let W ⊂ Sn(1) be a
neighborhood of p. By continuity, there exist disjoint neighborhoods U1 of
n1 and U2 of n2 in M such that g(U1) ⊂W and g(U2) ⊂W . Choose t ∈
g(U1) ∩ g(U2), t /∈ N ∪ {pi}. Then, there exist r1 ∈ U1 and r2 ∈ U2 such that
g̃(r1) = g̃(r2) = t. But this contradicts the fact that g̃ is a diffeomorphism
and concludes the proof of (i).

(ii) We will use a result of Barbosa, Fukuoka and Mercuri [4]. By using
Hopf’s theorem that the Euler characteristic χ(M) of M is equal to the sum
of the indices of a vector field, the following expression is obtained in [4]
Theorem 2.3: if n is even,

χ(M) =

k∑
i=1

(1 + I(qi)) + 2dσ.
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Here I(qi) is the multiplicity of the end Vi (since n ≥ 3, I(qi) = 1 in our case),
σ is ±1 depending on the sign of Hn , k is the number of ends and d is the
degree of the Gauss map g. From Theorem 1.2 (i), g is a homeomorphism.
Thus, d = 1 and, since n is even, χ(M) = 2. It follows that

2 = 2k + 2σ.

Thus k = 2 and σ = −1, and the result follows. �

Proof of the Gap Theorem. First, we easily compute that

|A|2n > (n!)H2
n.

Thus, since Hn is the determinant of the Gauss map g : Mn → Sn1 , we obtain∫
M
|A|n dM >

√
n!

∫
M
|Hn|dM =

√
n! area of g(M) with multiplicity.

The extended map g : M → Sn1 , which is given by Theorem 1.1, has a
well defined degree d, hence

area g(M) = area g(M) = d area Sn1 .

Now, assume that φ(M) is not a hyperplane. We claim that d 6= 0. To see
that, we first show that there exists a point in M where Hn 6= 0.

Suppose the contrary holds. Then, since φ(M) is not a hyperplane, there
is a point x` ∈M such that rank A at x` is `, 0 < ` < n. Thus, by using
the Lemma of Chern-Lashof ([9], Lemma 2) in the same way as we did
in Proposition 4.4, we arrive, after a finite number of steps, at one of the
two following situations. Either we find a point where Hn 6= 0, which is a
contradiction, or we find an open set Uj ⊂M , whose points satisfy rank
A = j ≥ `, j < n, foliated by (n− j)-planes the leaves of which extend to
infinity. In the second situation, observe that the Gauss map on each leaf
is constant and, since there is only one normal at infinity for each end, the
normal map is constant on Uj . Thus Uj is a piece of a hyperplane, and we
find again a contradiction, this time to the fact that n > j ≥ ` > 0.

Therefore, there exists a point x0 ∈M with Hn(x0) 6= 0. Then, for a
neighborhood V of x0 , we have that Hn(x) 6= 0, x ∈ V , and that g(V ) ⊂ Sn1
is a neighborhood of g(x0). By Sard’s theorem, the set of critical values of
g has measure zero, hence some point of g(V ) is a regular value. It follows
that the Gauss map g has regular values whose inverse images are not empty.
Since Hn does not change sign, this prove our claim.
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Furthermore the area σn of a unit sphere of Rn+1 is given by

σn =
2(
√
π)n+1

Γ((n+ 1)/2)
;

here Γ is the gamma function, which, in the present case is given by

Γ((n+ 1)/2) = ((n− 1)/2)!, if n is odd

Γ((n+ 1)/2) =
(n− 1)(n− 3) · · · 1

2n/2
√
π, if n is even.

It follows that, for all non-planar x ∈ Cn,∫
M
|A|n dM > 2

√
n! (
√
π)n+1

/
Γ((n+ 1)/2).

�
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