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GLOBAL ATTRACTOR FOR A NONLOCAL MODEL FOR
BIOLOGICAL AGGREGATION*

CIPRIAN G. GALT

Abstract. We investigate the long term behavior in terms of global attractors, as time goes to
infinity, of solutions to a continuum model for biological aggregations in which individuals experience
long-range social attraction and short range dispersal. We consider the aggregation equation with
both degenerate and non-degenerate diffusion in a bounded domain subject to various boundary
conditions. In the degenerate case, we prove the existence of the global attractor and derive some
optimal regularity results. Furthermore, in the non-degenerate case we give a complete structural
characterization of the global attractor, and also discuss the convergence of any bounded solutions
to steady states. In particular, under suitable assumptions on the parameters of the problem, we
establish the convergence of the bounded solution u(t) to a single steady state u«, and the rate of
convergence

Hu(t)_u*HL:D(Q) ~(14t)7", as t— oo,

for any p> 1, and some p=p(u«,p) € (0,1). Finally, the existence of an exponential attractor is also
demonstrated for sufficiently smooth kernels in the case of non-degenerate diffusion. Our analysis
extends and complements the analysis from [17] and many other fundamental works.

Key words. Global existence, gradient structure, global attractor, convergence to steady states,
exponential attractor, chemotaxis, biological aggregation.
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1. Introduction
In this article, we are interested in the asymptotic behavior, as time goes to
infinity, of general aggregation models with (non)degenerate diffusion of the form

Bru+V-(uV)=AA(u), in Q@ x (0,00), (1.1)

where 72V/C>ku, and € is a bounded domain in R?, d>1. The kernel K incor-
porates the sensing range and degradation for the particular population density u
under consideration, while the term on the right-hand side of (1.1) models the dis-
persal mechanism, such as local repulsion. We aim to investigate (1.1) with both
no-flux boundary conditions and Dirichlet boundary conditions. More precisely, we
wish to consider the situation in which the boundary 92 of the domain 2 consists of
two disjoint open subsets I'y # @ and I'p (possibly empty), each T\T; (i€ {D,N})
is a o-null subset of 9Q and Q=T y UT p; here, o denotes the restriction to 9§ of
the (d—1)-dimensional Hausdorff measure which coincides with the Lebesgue surface
measure, if we assume that 0€) is at least Lipschitz. Thus, we consider the following
boundary conditions for (1.1):

(VA(u)—uV)-7 =0, on Ty x (0,00), 12)
u=0, on I'p x (0,00), '
and initial condition
Ujp—o =g in €. (1.3)
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624 GLOBAL ATTRACTOR FOR A NONLOCAL MODEL

The physical motivation for taking boundary conditions as in (1.2) is clear. For
equation (1.1), the homogeneous boundary condition on I'p may be interpreted as
if the species suffers extinction if say the patch I'p C 92 where the individuals live
is toxic. The no-flux boundary condition in (1.2) says that nothing can cross the
boundary I'y. Dirichlet boundary conditions for the population density u can also
arise for reaction-diffusion systems in the modelling of competition between two popu-
lation species whose interaction occurs mainly in a region where their habitats overlap.
This gives rise to Dirichlet boundary conditions for either species on the whole 02 or
only on a part I'p of 9Q (see [44, 49] for the biological literature; cf. also [13, 42],
for some mathematical results). We aim to give some results which allow one to de-
duce the LP — L*>°, and then the L> —(C% (ﬁ) smoothing properties for solutions of
(1.1)-(1.3) assuming that some sort of energy estimate is a priori known in LP-norm
for some finite p. The main tool will be an iterative argument following a well-known
Alikakos-Moser technique combined with a suitable form of Gronwall’s inequality and
a refined ODE argument. Our estimates are much stronger than those obtained in
[12, 17] since our constants are uniform with respect to time and the initial data. It
is well-known that the above smoothing properties become essential tools in attractor
theory, where they can be used to establish the existence of an absorbing set in the
ce (ﬁ)—norm if this property can be deduced easily in the LP-norm for some finite
p. Recall that a subset ¥V CH, where H is a topological space endowed with a given
metric, is called absorbing if the orbits corresponding to bounded sets B of initial data
enter into V after a certain time (which may depend on the set B) and will stay there
forever. If the space V is further compactly embedded in H, then the existence of the
global attractor for a system like (1.1)-(1.3) follows from standard abstract results
(see [46, 51]). The global attractor for (1.1)-(1.3) encodes all the information about
the the long-time behavior of solutions to (1.1)-(1.3) departing from bounded sets of
initial data. Our aim is to establish such a result for our system. We will consider
diffusions like A (y)~y™, for some m >m, >1 (the subcritical case). This scenario is
in complete agreement with biological observation, that only in the case of degenerate
diffusion there are solutions of (1.1)-(1.3) which have compact support, steep edges,
and a constant internal population density (cf. [53]). We shall also emphasize the role
of boundary conditions (see (1.2)), and how they affect various dissipative estimates.
In fact, when o(I'p)=0, and m,=1+1/y—2/d, for any 1<~<d/2, we extend the
results in [17] to show the existence of a global attractor, bounded in C* (ﬁ), for
some « € (0,1), as long as m>m,. In the critical case m=m,, the same result is

valid provided that for [,uodz=DM (see (2.1) below), we have M <M., where M,
is the critical mass estimated in [17, Theorem 7 and Proposition 3]. However, when
o(T'p) >0 it appears that we cannot recover the critical exponent m, as above. We
can only show the existence of the global attractor, bounded in C'* (ﬁ) , provided that
m>m, =2 in this case. This appears to be due to loss of the conservation of mass
property in the associated non-degenerate problem (i.e., if A’(y)>e >0, Vy > 0) which
becomes crucial in obtaining uniform a priori estimates for the degenerate problem
(1.1)-(1.3). Finally, as in [17] we give optimal assumptions on the interaction ker-
nel I which include important cases of interest, such as the Newtonian and Bessel
potentials for d>2. It is interesting to note that when K(z) =N (z) is Newtonian,
N (z)=Cylz|~“" for d>3 or N () = —Clog(|z|) for d=2, we recover in (1.1)-(1.3)
the classical parabolic-elliptic Patlak—Keller—Segel (PKS) model of chemotaxis:

{atu+V~(ch):AA(u), in Q2 x (0,00), (1.4)

c=Nxu, in Qx (0,00),
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that is, the second equation in (1.4) reads —Ac=wu. We could not find a proof for the
existence of the global attractor, and its properties for the PKS model (1.4) in the
literature. Our results cover this important case as well. For the precise statements
of the results, we refer the reader to sections 3-4. Another basic system of equations
modelling chemotaxis was established in the 1970’s by Keller and Segel [34, 35, 36].
In these systems, the population concentration u satisfies the first equation of (1.4),
while the chemotactic agent ¢ satisfies instead the parabolic equation

TO:c— Ac=frc+ Pau, in Qx (0,00), (1.5)

for some real constants (51, f2, and 7>0. The latter system is usually referred in
the literature as the parabolic-parabolic Patlak—Keller—Segel model of chemotaxis.
The mathematical and biological literature, concerned primarily with the qualitative
properties of the solutions to the parabolic-parabolic PKS (and some of its general-
izations), is quite extensive and much of the work before 2003 is largely referenced
in the survey papers by Horstmann [40, 41]. More recent results pertaining to the
long-term behavior of solutions, in terms of global and exponential attractors, of the
parabolic-parabolic PKS model can be found in [1, 2, 3, 25]. The issue of the conver-
gence to single stationary states as time goes to infinity is also addressed in [26, 54].
Finally, it is worth observing that the parabolic-elliptic PKS model (1.4) follows for
an appropriate choice of the parameters 81 and (32, not only as a formal limit but also
rigorously as 7— 07, from the parabolic-parabolic PKS model [6].

Now, we wish to provide the reader with some further background on the above
system (1.1)-(1.3). The whole issue of well-posedness of weak solutions for equation
(1.1) with no-flux boundary conditions on a bounded convex domain of class C!,
and sufficiently smooth interaction kernels K (see below for the precise assumptions),
was established in [12, 17] (see also [7] for related results). When K is not smooth
enough, finite time blowup of some solutions can occur (see, for instance, [13, 14,
15, 16, 17]). However, it is worth emphasizing that in population dynamics, the
non-local effects are generally modelled with smooth, fast-decaying kernels. When
problem (1.1)-(1.3) is uniformly parabolic (i.e., A" (y)>e>0, for all y>0), we can
improve our analysis from degenerate diffusion. More precisely, we give a complete
characterization of the global attractor A, in this case, as the union of all unstable
manifolds generated by all equilibria (steady-state) solutions of the non-degenerate
aggregation equation (see Section 4, Theorem 4.6). At this point one could argue
that the long-time behavior of the system (1.1)-(1.3) with nondegenerate diffusion
(A" (y)>e>0) is properly described by the global attractor. However, it is well-
known that the global attractor can present several drawbacks, among which we can
mention that it may only attract the trajectories at a slow rate, and that it may miss
important transient behaviors because the global attractor consists only of states in
a final stage. This phenomenon is already present for models of pattern formation in
chemotaxis (see [52]). Another suitable object which contains the global attractor,
and thus is more rich in content than the global attractor is the so-called exponential
attractor (see [45, 52]; cf. also Section 4). In Section 4 we show that the problem
(1.1)-(1.3) with nondegenerate diffusion (A’ (y)>e>0) admits also an ezponential
attractor M, (and as a result, the global attractor A, is finite-dimensional), globally
bounded in C'* (ﬁ), for some o€ (0,1), provided that we additionally assume that the
kernel K is sufficiently smooth at the origin, i.e.,

Kew?!(B,(0)).
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Here B; (0) CR? is the ball centered at the origin and radius equal to one.

In the final section, we also discuss the convergence of any bounded solutions
u(t) of the non-degenerate aggregation equation to single steady states, provided that
® is a real analytic function on Ry, where ® (y):=A (y)/y and ®(0)=& (1)=0.
Moreover, we also establish the convergence rate of the bounded solution u(t) to a
single steady state u,:

Hu(t) _u*”LF(Q) ~ (1+t)_p, as t— o0,

for any p> 1, and some p=p(u,,p) € (0,1) (see Theorem 5.1). We refer the reader to
Section 5 for the precise assumptions, statements, and further discussions.

As noted in [53], the system (1.1)-(1.3) exhibits interesting coarsening dynamics
whose behavior is similar to another well-known (non-biological) model, the so-called
nonlocal Cahn-Hilliard equation, which also exhibits behaviors in which small local-
ized clumps form and merge into larger clumps over time. The latter equation has
also been recently studied in [10, 11, 29, 30, 38, 43]. We refer the reader for more re-
lated results concerning the nonlocal Cahn-Hilliard equation to [28], where a complete
characterization of the long-term behavior is also given for this equation. Our proofs
for the existence of attractors and their properties will explore various connections
which exist between the aggregation equation (1.1) and the non-local Cahn-Hilliard
equation (see [28], and references therein).

2. Weak solutions

We begin with some basic notations and preliminaries. Throughout the section,
C >0 will denote a generic constant, while Q) : Ry — R, will denote a generic increas-
ing function. All these quantities, unless explicitly stated, are independent of time, an
approximation parameter € >0, and the initial data. Further dependencies of these
quantities will be specified on occurrence. In the sequel, our investigation will be
mainly divided into two cases:

e (i) o(I'p)=0, i.e, I'p is empty, and
e (ii) 0(I'p) >0, i.e., I'p is an open set of positive o-measure,

where we recall that o denotes the restriction to 99 of the (d—1)-dimensional Haus-
dorff measure.

Following [12, Section 2], [17, Definition 1] we make the following assumptions on
A and K:

H1 The domain Q CR%, d>1, is convex and of class C'.
H2 AeC0,00), A(0)=0, and there exists constants C'4,C 4 >0 such that

Cay™ <A (y) <Cay™ ', ¥y >0,
for some m > m,, with

_— 14+2-3>1,if 0 (Tp) =0,
2, if O'(FD) >0,
for any 1<y<$%. For o(I'p)=0, m, is the critical exponent defined in [17,
Definition 5 and Lemma 10].
H3 K€ V[/lic1 (RT) NC3(RH\ {0}) satisfies the following assumptions:

(i) K is symmetric, K (z) =k (|z|) and k is nonincreasing.
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(ii) k" (r) and k" (r) /r are monotone on r € (0,4), for some § > 0.
(ili) | DK (z)| < Claz|~* ", for some C'>0.

Note that since the function & in condition (H3) is nonincreasing, the nonlocal
term in (1.1) models attraction. Moreover, these conditions imply that if K is singular,
the singularity is restricted to the origin, so that both the Newtonian and Bessel
potentials for d>2 are included in our analysis. Finally, assumption (H2) implies

that our problem (1.1)-(1.3) is subcritical in the terminology of [17, Definition 6], and
note that the total population u is preserved in time. In particular, there holds

1
(u(t)):= |Q|/Qu(t,x)d3 (ug), for all ¢>0. (2.1)

Here, |Q2] denotes the d-dimensional Lebesgue measure of 2. This property is lost
whenever I'p is nonempty, o (I'p) > 0, and A is non-degenerate such that A (s)>e>0.

Let us recall some important properties of the kernel K, proven in [17, Section
1.3], which imply a useful number of estimates in weak LP»*°-spaces, with quasi-norm

1] e =sUP (0P Ay ()7,
a>0

where A, (u) :=|{u>a}| is the distribution function of u (see [17, Lemmas 1-3]).
LEMMA 2.1. Let K satisfy Assumption (HS3), (i)-(iii).

(a) There holds VK € L77°°(Q). If d>3, then K€ LT2 (Q).

(b) Let 7 =V xu. Then, for any 1 <p< oo, there exists a constant C=C (p) >0
such that

< .
[V, ) <Clll ooy

4 o0
(c) Let d>3. Suppose that v€(1,d/2). Then K€ L;7~*""(Q) if and only if

loc

7d o0
DK e L)>°(Q). The same holds for VK € L~ ().

loc loc

REMARK 2.1. The above lemma shows that every admissible kernel K that satisfies
(H3), (i)-(iii), is at least as integrable as the Newtonian potential.

Asin [12, Definition 2.1] and [17, Definition 3], our notion of bounded, nonnegative
weak solutions to (1.1)-(1.3) is as follows. By H} (2) we denote the space of all
functions u € H' () such that u=0 on I'p, if o(I'p) >0, and by (H} ()" the dual
of H}, (). Below, the space H} (€2) is replaced by H! () whenever o (I'p)=0 (i.e.,
if Tp is empty).

DEFINITION 2.2. Let T >0 be given, but otherwise arbitrary. A function wu:§)x
[0,T] —[0,00) is a weak solution of (1.1)-(1.83) if

ue L™ (Qx[0,T]), A(u)€L?(0,T;Hp (), (2.2)
dpue L2 (O,T; (Hb (Q))*) , uVKsue L2 (Qx[0,1]),

and the following identity holds:

<8tu(t),w>(HE(Q))*7H}D(Q)+/QVA(u(t))-Vw—u(t) (VKxu(t))-Vwdz=0, (2.3)



628 GLOBAL ATTRACTOR FOR A NONLOCAL MODEL

for all we H} (Q), for almost all t€[0,T].

REMARK 2.2.  Note that by (2.2), ue C(0,T; (H} (2))") such that the initial condi-

tion in (1.3) is understood in the weak sense of (H}, (Q))* In fact, in [12, Section 2]
it is shown that we C(0,T;LP (2)), for all 1 <p< oo, provided that 0<uge L>® (),
so that the initial condition is also satisfied in the LP-sense.

We have the following result concerning well-posedness of the system (1.1)-(1.3).

THEOREM 2.3.  Let the assumptions (H1)-(H3) be satisfied in both cases (i)+(ii)
(i.e., 0('p)>0), and assume 0<wug€ L*(Q). Then there exists a unique (global)
nonnegative solution to problem (1.1)-(1.8) in the sense of Definition 2.2. Moreover,
every weak solution satisfies the following dissipative inequality:

S(U(t))+/0t/Qu(s)

for all t>0, where

5(u(t))::/Qq)(u(t))dx—%/Q/Qu(ac,t)IC(x—y)u(yj)dxdy, (2.5)

Ve (u(s)) — VE*u(s) dedsgé'(uo), (2.4)

and ® is strictly convez on (0,00) such that ®" (y):=A' (y) /y and ®(0)=% (1)=0.

Proof. We only briefly mention the main steps in the proof. The uniqueness
of weak solutions follows from [12, Theorem 2.4] (cf. also [17, Theorem 3] for a
more general result) with some minor modifications (see Lemma 2.4 below) since the
boundary terms involving convolutions with the kernel K vanish on I'p, if o(T'p) > 0.

Step 1 (Local existence). The local existence result can be carried out in a
standard manner by first regularizing A(y) with A, (y)=A(y)+ey, ¥e>0, K by a
sequence of smooth kernels J.K (where J. is a standard mollifier), and then the
initial data u. (0) =uo,. € C>(Q)NC* (Q), followed by passage to limit as e —0" in
the corresponding regularized problem P-:
Opue + V- (ue VI xu) =AA. (u.), in Qx(0,00),
(VA (ue) —uVIKxu)- 7 =0, onTyx(0,00), (2.6)
ue =0, on I'p x (0,00),

(see [12, Theorem 2.13], [17, Section 3]). This is achieved by proving a series of

uniform (in €>0) estimates for the approximate solutions wu.(t), in particular, by
establishing the uniform bound in L (2)-norm:

sup [t (1)]] o ) < C, (2.7)
t>0

for some positive constant C' which is independent of € >0 (and even the times ¢,7').
This norm gives further uniform estimates (with respect to € >0) for solutions in the
normed spaces of (2.2). More precisely, we can obtain the following bounds:

HA(UE)HH(QT;H}D(Q)) <C, (2.8)

||6tu||L2(o,T;(H})(Q))*) <C, (2.9)
[V ul 2 p0,77) <O (2.10)
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for some positive constant C' independent of €. Moreover, for every € > 0 it holds that

C
||u6||L2<O,T;Hb(Q)) < % (211)

Thus, on account of the above uniform estimates the sequence of solutions wu. is
precompact in LP (2% [0,77]), for all 1 <p< oo, (cf. [17, Lemma 9], [12]), and we can
pass to the limit as € =0 in the nonlinear terms in (2.6). In particular, it can be
shown that

A(ue (t) = A(u(t)) weakly in L* (0,T;H}, (€2))

and

u VI xu. — uVIK xu weakly in L? (Q x [0,T7]) (2.12)

(see [17, Theorem 1]). Let us now comment how to get the estimates (2.7)-(2.11) in
each of the following cases: o(I'p)=0 or o(I'p)>0.

e Case (i): o(I'p)=0 (i.e., I'p is empty). The argument for deducing (2.7)
relies on showing that the L!-norm of u. (t) (see (2.1)) a priori controls the
LP-norm for 1< p< oo, and then that the latter norm controls the L*°-norm
of uc(t); see (2.7) (cf. also [17, Lemma 8]). The Lemma 2.1 is crucial for
the proof of the uniform bound (2.7). Under the assumptions (H1)-(H3) the
bounds (2.7)-(2.11) were obtained in [17, Section 3] (cf. also [12]).

e Case (ii): 0(I'p) >0. The arguments from [17, 12] leading to estimates (2.7)-
(2.10) on intervals (0,7, for some T'=T (p) >0, seem to break down if I'p is
nonempty and o (I'p) > 0 since there is no conservation of mass (2.1) for (2.6)
in this case; hence, the L!-norm of u. (t) is not controlled a priori. However,
even in this case, the same proof of obtaining local-in-time estimates for u. (t)
in [17, Lemma 8] applies, but we need to use the inequality

Jte Oy 2 (| e ()= R, [}, gy +R7192) , for amy k>0, (2.13)

instead of the usual one [17, Inequality (25)]. Then, by arguing as in [17,
Inequality (27) and Lemma 8, Step 2] (note that boundary terms involving
convolutions with the kernel K vanish on I'p, if o(I'p) > 0; also now the last
constant on the right-hand side of [17, Inequality (27)] depends only on k
and p, and not on L'-norm of u.(0)), we also obtain a (uniform in &> 0)
L*>°-bound for u.(t), t€[0,T], for some T'=T (p) > 0.

By virtue of these observations, the proof of the local existence argument in
both cases (i)+(ii) goes exactly as in [17, Section 3] (cf. also [12, Section 2.2]). A
proof of the energy inequality (2.4) can be found in [12, Lemma 5.1], [17, Proposition
1]. Continuation of the weak solutions is a straightforward consequence of the local
existence theory (in Step 1) and the proof of [17, Theorem 4].

Step 2 (Global existence).
e First, let o(I'p)=0. Since the problem is subcritical by assumption (H2),

the global existence result follows from [17, Lemma 10 and Remark 9], which
shows that (2.7) is also satisfied uniformly with respect to ¢,7T.

e When o(I'p) >0, it suffices to establish a uniform (in € >0 and time ¢,7'>0)
LP-estimate for u. (t) and to exploit an argument similar to [17, Lemma 8,
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Step 2] to deduce the uniform (with respect to ¢,T,¢) bound (2.7). However,
the key difference with respect to the case o(I'p)=0 is that mass is not
conserved for (2.6); hence, the L'-norm of u,. (¢) is not controlled a priori and
we need a different argument to deduce the uniform bound in LP-norm for
ue (t); see Proposition 3.1 and Remark 3.1 below. The latter bound requires
that the critical exponent m, =2 in (H2).

The proof of Theorem 2.3 is now complete. 1]

REMARK 2.3. In order to establish the energy identity in (2.4), it would suf-
fice to show that ® (u)€ L?(0,T;H} (€2)) so we can test equation (2.3) with &' (u)
and KCxu, respectively. At the moment, this seems unreachable for our problem
with a degenerate diffusion function A(u)~wu™, like in (H2). However, note that
®(u)€L?(0,T;H} (Q)), €L (0,T; L' (Q)) since @ (u) ~A(u), by (H2). When the
diffusion A in (1.1) is non-degenerate (say, like in problem (2.6)), we can establish
the energy identity (see the proof of Theorem 2.3). Indeed, in this case we can easily
check that @ (u.) € L2 (0,T;H} (), Ve >0, on account of (2.7) and (2.11). Thus, the
key multiplication of the corresponding weak formulation associated with (2.6) (see
(2.3)) with ® (u.) and Kxu. € L? (0,T;H} (), respectively, is allowed. Exploiting,
for instance, [12, Lemma 2.6], and owing to the convexity of ®., we get equality in
(2.4) for the energy & (uc(t)), associated with (2.6), which is defined by

(0= [ @l 0)da—5 [ [ @K@=y () dedy

(®. is the same function as above, but with A replaced by A.).

The next lemma gives the (Holder) continuity of solutions with respect to the

initial data in (H}(Q))" and (H'())", respectively.

LEMMA 2.4. Let the hypotheses of Theorem 2.3 be satisfied. Let uy (t) and uz(t) be
any two weak solutions of (1.1)-(1.3) corresponding to any two initial data ugy and
uoz, respectively. If o (Up)=0, we further take (up1) =My and {ug2) = Mz, for some
My,M5>0. For all t€[0,T], the following estimates hold:

—Ct

[l (t) —uz (t)||(H117(Q))* <C (||u10—u20||(H117(Q))*)e , if o (Tp)>0, (2.14)

and
—Ct

[[ur () = w2 ()l 41 (q))- SC(Hulo—WOH(Hl(Q))*+|<u01—u20>|) : (2.15)

Zf g (FD) =0.

Proof. We briefly explain how to get (2.15); the estimate (2.14) is similar.
Let u(t) :=wuq (t) —us2 (t) and observe that (2.1) yields (u(t)) = M; — My =: M2, for all
t>0, but My2#0, in general. As in [12, Theorem 2.4], [17, Section 2|, consider the
Neumann problem

(2.16)

for which (¢(t)) =0. Notice that since (u(t)) = Mi2, (2.16) has a solution. Consider
the operator Ay =—Ay, with domain D (Ax)={p€ H*(Q): (V(p~ﬁ)‘r =0}. Clearly
$(0) = Ay" (u(0) — Mi2) and recall that, due to a Poincaré inequality,

2 | 4=1/2 2
Il ey = | AN ), 007

2
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Next, we see that 0;¢(t) also satisfies (in the generalized sense) the problem

i G e
and
p€ L= (Qx[0,T))NC (0,T;Hp (), Vo e L= (2x[0,T]).
Thus, arguing in a standard way as in [12, (6)-(12)], we obtain for
n(t):= ”u(t)”?Hl(Q))* = |\V¢(t)||2L2(Q) +(Myp)?
the following equality:
S n(t)=(V6(1).0.96(1)
=—(Owu(t),p(t))=I+I+ I3, (2.18)
where
L ¢=/QVA(U1 (t)—VA(uz(t))-Vo(t)dz, (2.19)

Ig.——/ﬂ(u(t))VIC*ul (t)-Vo(t)dx,
IgZ:—/Q’U,Q )V (u(t)) - Vo(t)de.

Since A is increasing and bounded (i.e.,

from (2.16) we have

‘A/ (ui)

<C, since u; is bounded),
L= ()

Il:7/9(14(11,1)714(11,2))(11,17U2)d£€+M12/QA(U1)7A(U2)dI’
<C(My—My)?. (2.20)

To bound the I5,I3 integral terms, we integrate by parts and proceed as in [12, 17].
We deduce

Iz:—Z/8ij¢8jlc*u18i¢da:—2/8i¢8jjlc*u18i¢dx
i Y& 7 /e
+Z/[(aj/c*u1)njnai¢|2da. (2.21)
i 7T

The last term on the right-hand side of (2.21) is nonpositive since 2 is convex and K
is radially decreasing (i.e., as in [12], we have (VK *u;)-7 <0 on T'y). Integration
by parts in the first term gives the bound

1
Z/aijwjic*ulaiqsdxg—g/ (AK %) |Vl da,
ig 79 &

which together with (2.21) entails

IQSC/ | DK x| [V da, (2.22)
Q
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for some positive constant C' which only depends implicitly on the uniformly controlled
LP-norms of u; and ug. Arguing as in [17, (17)], by using Lemma 2.1-(b) and since
(M12)? <n(t), we deduce for any p>2 that

I, <Cpn (t)lil/p and I3y <C Hu2||L°C(Q) n(t). (2.23)

Consequently, we obtain the differential inequality

St <Con(0) P+ Cn (1), vre0.T). (2.24)
As in [18, Theorem 3.3], the idea is to fix p=p(n(t)) in an optimal way. To this
end, choose a sufficiently large constant C' >0 such that p=1log(C/n(t))>2, for all
t€[0,7]. First, recall that n(t) is bounded on ¢ €[0,7] and that the first term on the
right-hand side of (2.24) dominates the second one since we need the estimate for 7 (¢)
small only. Thus, the second term on the right-hand side is not essential and we can
derive the following differential inequality:

d (t)<Cn(t)log <C> , Vte0,T7]. (2.25)

" n(t)
Here, we have used the elementary inequality n(t)fl/ P <, for the p chosen above.
Integrating (2.25) with respect to t € (,s), we obtain

e—C(s—8)

n(s)<C {”g)] , Vs (0,T). (2.26)

Passing to the limit as 6 —0 in (2.26), recalling that n(¢) is continuous, we get the
desired estimate (2.15). d

3. Optimal regularity and the global attractor

In this section, we derive several uniform estimates for the solutions of the problem
(1.1)-(1.2) which are necessary for the study of the asymptotic behavior as time goes
to infinity. In a first step, we obtain dissipative estimates for solutions in the spaces
LP, L*> and C*, a> 0, uniformly with respect to time and the initial data. Incidently,
the estimates derived below allow one also to obtain optimal regularity results for the
weak solutions on 2 x [1,00), for every 7> 0, associated with the system (1.1)-(1.3).
Finally, the a priori estimates will be deduced by a formal argument, which can be
justified rigorously by means of the approximation procedure devised in [12, Section
2], [17] by means of (2.6). Regardless of the type of approximation procedure being
used, the regularity properties

ue € L (0,T;L> (2))NL*(0,T;HL (), Ve, T>0 (3.1)

are essential in order to rigorously perform these computations. To this end, we shall
only perform our (formal) computations to the original system (1.1)-(1.3), for the sake
of simplicity.

The (uniform) dissipative LP-estimate when o (I'p) >0 is different than the esti-
mate when o(I'p)=0 (in this case, it was obtained in [17, Lemma 10 and Remark
9]), since in the former case there is no conservation of mass in (2.6). It is given by
the following.
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PROPOSITION 3.1.  Let the assumptions (H1)-(H3) be satisfied and assume that
o(T'p)>0 (Case (ii)). Then there exists constants Cy,Cy >0, and (1> 1, independent
of time and the initial data, such that every weak solution of (1.1)-(1.3) satisfies

C* i _ 1
u(8)[[5 g < <C+) F[Cs (= 1)) "7, for all t=7>0, (3.2)

provided that p>m+2d/(d—1). The constants Cy, Cy, and p can be computed ex-
plicitly in terms of the physical parameters of the problem.

Proof.  We first begin by noting that VI € L9 (), for any ¢>d/(d—1), by
Lemma 2.1,

(a). This yields
VK1g, o) € L' (RY) and VK1ga\ g, (o) € L¢ (R?), (3.3)

for any ¢>d/(d—1). Next, let o€ C! (ﬁ) NC2(Q) and A denote the principal eigen-
function and eigenvalue of

—Ap=Ap in Q, (3.4)
with the boundary condition
V-7 =0onTy, (3.5)
such that
V-7 +9=0on T'p. (3.6)

Clearly, A >0 and by the maximum principle (see, e.g., [23]) ¢ >0 in Q since o (I'p) > 0.
Without loss of generality, we may assume that [¢|[;1q)=1.

Set now a(y):=A (y). Testing equation (2.3) by pu?~'p, p>1, we obtain

7 Qup(t)gpd;v:—p/Qa(u(t))Vu(t)~V(up71(t)<p)dx

+p/u(t)(VlC*u(t))V(u’Fl(t)ga)dx
Q
=0L+1+I3+14, (3.7)
where
Il::—p(p—1)/Qa(u)up72|Vu\2g0(x)dx,
Ir:= —p/ﬂa(u)u”_1Vu~V<p(x)dx,
.73::p(p—1)/Qu(VIC*u)-Vu(up_ng(x))czlx7
I4::p/u(VIC*u)-Vg&(x)upfldz.
Q

First, from (H2) it is easy to see that

IlS—Cp(p—l)/up_3+m\Vu|2<p(x)dx§0. (3.8)
Q
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On the other hand, setting a(u) = [, a(y)y?~'dy > #I‘j_lum“”’l, and using the def-
inition of ¢ from (3.4)-(3.6), we have

Iz=—p/QV5(u)-th(m)d:ﬁzp/ﬂ’d(u)A@(x)dﬂ:
—p/F 5(U)V<p~ﬁdo—p/r a(u) V- do
— u™ P pda .
< C’)\/Q wdz, (3.9)

since a(0)=0 (u=0, a.e. on I'px(0,00)) and ¢ satisfies (3.5). Moreover, we can
estimate the integrals I, I using the Holder and Young inequalities as follows:

3

L=p(p— 1)/Q (w5 VB(VEs)) - (Veou™ 5 Vu) da
<=1 [ up—?’*mw%(x)dx)m ([iwcsutormsipa)

§np(pf1)[1+C’n/Q|VIC*u|2up*m+lga(x)dx, (3.10)

1/2

for every n>0. We must once again absorb the last term on the right-hand side
of (3.10) into I;. For any ¢>d/(d—1) and s>1 such that 1/s+1/¢g=1, Holder’s
inequality yields

1/s
c, / (VK sl da < Cy [Vl e (/ “(”m“>5dm>
Q2 Q

2 —m+1
< Cyy (K [ull 200y Iull ] o by 0y (3.11)

since, from (3.3), there holds

IVK 5]l 20 () < | VKL, 0] o [0l p2a 0y + | VE LR\ B, (0)]] 20 1ll 1.0
SC(K7Q)I|UHLQQ(Q)' (3.12)

Thus, choosing ¢,s>1 in (3.11) in an optimal way such that 2¢=(p—m+1)s>
2d/(d—1), we further obtain in (3.10), by virtue of (3.11) and Young’s inequality,
that

Is<np(p—1)11+Cy (K,Q) Hu”i;ﬁjffi(ﬁ)

S 77P(p— 1)-[1 +ﬁ/ um_1+p§0dx+c7lﬁ (/C,Q,p,m,go) ) (313)
Q

for every 77>0, since p+m—1>p—m+3 (recall that m>2). It follows by choosing

sufficiently small n<C/2 in (3.10), and 7<(C/2)X\ in (3.13), that the integral term

I3 can be completely absorbed into I;. The term I, can be bounded in exactly the

same way. We have

I4:p/u(VIC*u)-V(p(x)up_ldxge/ up+m_1ap($)da:—|—06(K,Q,p,m,go),
Q Q
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for every € >0 and some positive constant Ce which depends on ¢ € C* (Q). Summing
up, from (3.7) we deduce

uP (1) godx—i—C)\/ uPT T () o (2) de < C (K, Qp,m, @) . (3.14)

ﬁﬂ Q

Finally, set p:=(m—14p)/p>1 and

Z(t) ::/Qup (t) pdax.

By Jensen’s inequality, (3.14) yields the following inequality:

d

£Z(t)+0+()\)(Z(t))“§C*. (3.15)
We can now use Gronwall’s inequality (see, e.g., [51, Chapter III, Lemma 5.1]), ap-
plied to (3.15), to deduce the desired claim in (3.2). The proof of the proposition is
complete. O

REMARK 3.1. In the case when uo€ LP (), Z(0)=lim; ,o+ Z(t) is finite, so a
similar argument to [51, Chapter III, Lemma 5.1] gives

Z(t)gmax{HuOHLp(Q), (a) } Wt > 0. (3.16)

It is worth emphasizing again that the left-hand side of the inequality in (H2) (i.e.,
Cay™ ' <A (y), Vy>0) is enough to establish the above assertion. Moreover, the
above estimate (3.16) directly implies global well-posedness in the subcritical case for
problem (1.1)-(1.3) for as long as o(I'p) >0 (Case (ii)). Unfortunately, we are not
able to argue as in the proof of [17, Lemma 10] to obtain the desired LP-estimate
(similar to the case when o(I'p)=0, see (3.43) below) since we do not know how
to get a priori control over the L'-norm of u(t) for problem (2.6). We emphasize
again that when o (I'p) =0, mass is conserved in both (2.6) and (1.1)-(1.3), so that
w10y < M for any M >0 such that (ug) <M.

Next, we establish a crucial result which allows one to deduce a dissipative L>°-
estimate uniform with respect to the initial data, and which is necessary for the
attractor theory. For this result, we consider both cases o(I'p) > 0.

LEMMA 3.2.  Assume that there exists € >0 and y.>0 such that A (y)>e€ for all
y>y.. Let v be a solution of the following degenerate problem:

Do () + V- (0 ()W (1)) = AA(v(t)), in Qx (0,00), (3.17)

such that v satisfies (1.3) and

(VA(v)—oW)-7 =0, on Ty x (0,00), (3.18)
v=0, on I'p x (0,00). '
If
HW(t)H <C, for allt>0,

(Lo ()¢
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then there exists p~ (T, —7)>0, and a positive constant C=C (6,,u,e,y€) such that

sup [[v(t)| oo () SCQUL+ sup [[v(t)[l 11 (q)) (3.19)
t>7'>0 t>7>0

for all 7 >7>0. The constant C =C(p)~p~t (1>0) is bounded if j1 is bounded away

from zero.

REMARK 3.2. Lemma 3.2 implies the boundedness of the function v (t) provided
that V—[} (t) is a bounded vector on [7,00). It establishes the L!-L° smoothing property
for the solutions of (3.17)-(3.18). This result is analogous to the result obtained by
Kowalczyk [37], but it is more sharp since the function and constant on the right-hand
side of (3.19) do not depend on the L>-norm of the initial data (see [37, Lemma 4.1]).
This is very useful if we want to produce uniform estimates with respect to time and
the initial data.

Proof. Step 1 (The local relation). First, we recall the following estimate
which can be obtained exactly as in [37, Lemma 4.1, (5.1)-(5.4)]. Indeed, setting
vm = ([v] 1), for any [>y., multiplying equation (3.17) by the p-th power of v,
p>1, and integrating by parts using (1.2), it follows, after a suitable re-scaling of the
time variable = et, that

d . _ 2p 7%“ 2 B -
E/Q“fﬂ (t)d“m/ﬂ)wz (’f)‘ dz<Cp(p+1) (/Qvf’“ (t)dx—i—l), (3.20)

for some constant C'> 0 independent of p, but which depends on [ and ¢, and where
v (6, ) =v (t/e,x), t€(0,et). In fact, C~1/c as e—0.
Secondly, set pp =2F —1, k>0, and define

Vi (f) :z/ﬂﬂﬁo’ﬁ1 (¢) d, (3.21)

for all k>0. Let t,u be two positive constants such that ¢—pu/py >0, and whose
values will be chosen later. We claim that there holds

_ _ 2
V(D) <Nk () =C () (o) ( sup Peoa(s)+1) , Vh=1, (3.22)
s>t—p/pr
where C, 7 are positive constants independent of k. The constant C'=C(u,e) is
bounded if p is bounded away from zero.

We will now prove (3.22) when 2<d. The case d <2 requires only minor modi-
fications by using a suitable Sobolev embedding. The argument we follow is similar,
for instance, to [28] (cf. also [27]). For each k>0, we define

_dpe+1)—(d—2)(1+px) _
TR = , Ski=1—1g.
d(pr+1)—(d—2)(1+pr-1)
We aim to estimate the term on the right-hand side of (3.20) in terms of the
L*Pr=1(Q)-norm of v,,. First, the Holder and Sobolev inequalities (with the equiva-
lent norm of Sobolev spaces in H'(Q) C LP= (Q), ps=2d/(d—2)) yield

(1) O\ o T
/@fk+1dx§ (/ (@l) d—32 dm) (/ (El)1+pk_l dx)
Q Q Q
2 Sk Tk
<C / dm+/(m)1“’kdx X (/ (vl)Hp’“‘ld:r) 7
Q Q Q

(3.23)

(Pr+1)

Ve,
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with 5 :=s,d/(d—2) € (0,1). Applying Young’s inequality on the right-hand side of
(3.23), we get

+1 O
/*1+Pkdx< /‘Wlpk d:c+QM(pk)</Q Dk 1+1dx) , (3.24)

for some positive constant v; independent of py, and where

0y, = ’I“/i >1
]-*Sk

(in fact, straightforward computations give 6 =2 since p =2%—1, for all k). Note
that Q,, (s) ~s7 as s — co. Inserting estimate (3.24) on the right-hand side of (3.20),
we obtain the following inequality:

d. . 3
ﬁyk(t)-l-i/ﬂ

where C, « are positive constants independent of k.

We are now ready to prove (3.22) using (3.25). To this end, let {(s) be a positive
function ¢:R4 —[0,1] such that ¢(s)=0 for s€ [0,6—pu/pi], ((s)=1 if s€ [t,+00),
and |d¢/ds| <pi/p, if s€ (t—p/pr,t). We define Zj, (s)=((s) Vi (s) and notice that

d Pk d
—Z <— — .
HBO 2BV +C(5) )
Combining this estimate with (3.25), (3.24) and noticing that Zj <Y, we deduce the
following estimate for Zj:

d _ _

£Zk (8)+C (1) prZi (s) <Ny, (t, 1), for all s€ [t—p/pr,+00), (3.26)
for some positive constant C'=C'(u) independent of k. Integrating (3.26) with respect
to s from T—p/py, to T and taking into account the fact that Z (—p/py) =0, we
obtain that

pE+1 2

Vo, 7| dr<C(pr)! (Ve () +1)7, (3.25)

Vi () = 20 (1) < N (i) (1= =),
which proves the claim (3.22).
Step 2 (The iteration procedure). Let now 7 >7>0 be given with 7>0 such
that

swp_ o)+ 5w (D)o +1+I9) <Co ), (3:27)

s>t =T s>t =

and define p= (7 —7), lo=7 , and T, =fp_1 — 1/ pr, k> 1. Using (3.25), we have

2
sup Vi (1) <C(pr)" (sup yk,1(3)+1) k> (3.28)
t>tk 1 s>t
We can iterate in (3.28) with respect to k> 1 and obtain that
_ 2 22 k k
s W (B) < () (€ ) (Cr o)™ (D) (€ (329)
1>tk 1

S CAk 2Bk')’ (C‘)Zk ,
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where

Api=142+22 4 428, (3.30)

By:=k+2(k—1)+2%(k—2)+...+2" (3.31)
We can easily show that {A;} and {Bj} satisfy
Ap<C(2%) and B, <C(2%), (3.32)

for some positive constant C' independent of k, j, and p (see, e.g., [28]). We can take
the 1+ pj, =2%-root on both sides of (3.29) and let k — +o00. We deduce

s [[5 (D)] poe , lim_sup (D (F) T <Oy (Co), (3:33)

>To=7 +o07>%,

for some positive constant C independent of ¢, k, 7; and initial data. Next, we notice
that, for any p> 1, in view of Va+b< ¥/a+ {/b, there holds

" P=1 (_ =
POy <27 (||vz (t)||Lp<Q)H|QI1/p);

thus, as p— oo, we have from (3.33),

50 [7(0) 1 gy 200 (s6:0) (Co) +), (3.34)

for any [ >n.. Re-scaling back the time variables (I=te, T =7 ¢, T=7e) into (3.34)
and (3.27), and taking [ =y, we easily obtain the desired inequality (3.19). The proof
is finished. d

We can now show the following.

THEOREM 3.3. Let 0<ug € L>®(Q) and assume that (H1)-(H3) hold for both cases
(i)+(ii). If o (Tp)=0, let M >0 be given such that (ug) <M. Every weak solution of
(1.1)-(1.3) is globally Hélder continuous in the cylinders [r,7 | xQ, for all 7 >7>0.
In particular, the following estimate holds:

up (1AWl 2 g1y F 1l oo () ) SO 0 (Tp) >0 (3.35)

Finally, for every bounded subset B= B (M) C L*(Q), there exists a timet, =t, (B) >
0 such that

s (A0 2(r 411 + 10l s (1) ) SC 0 (Tp) =0, (3.36)
1>ty

for some a>0 and some constant C >0 independent of the initial data and time.

Proof. It suffices to prove the estimates (3.35)-(3.36).

Case 1. Consider first o(I'p)>0. In this case, we can take p>d and p>m+
2d/(d—1) as large as we want in Proposition 3.1 so that

sup [V« u(t)|| o) < C, (3.37)

1
t>1
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since K € L4/ (@~ (R9) (see (3.3)), (3.12). Thus, exploiting first Lemma 2.1-(b), we
have for 7 =VEx*u

sup VV’ sup||u(t)||Lp(Q) <C. (3.38)
t>1 p(ﬂ t>1
By Morrey’s inequality (see, e.g., [23]),
sup ?H <C. 3.39
t>1 L>(Q) ( )

Invoking now the crucial Lemma 3.2, we deduce on account of (3.2) that

sup [|u (t)|| e (o) < C- (3.40)

t>1

We can now test equation (2.3) with A (u(t)), and then integrate over (¢,t+1). Setting
fo s)ds and exploiting (3.40), we obtain, for every t > 1,

- o t+1
/ (A (ut+1))~A(u(t))) de + / IV A ()20 ds

t+1
/ / VA(u(s)) (uVKxu)dzds

1 t+1 5
<5/ IVAGE s +C.
Thus, we easily deduce the first part of (3.35). For every 1< p < oo, we now have

AKsue LP (2% [1,00)) and V = VK xue L (2 x [1/2,00)) (3.41)

since u is bounded. Global Holder continuity results for (1.1)-(1.2) have been proven
for more general classes of degenerate quasilinear equations in divergence form [21,
22, 32, 33, 47]. Due to (3.41), the second estimate in (3.35) (respectively, (3.36)) is a
simple corollary of these results when m >m.; see, e.g., [20] (cf. also [19, 21, 47]).

Case 2. The case 0(I'p) =0 is similar. Following [17, Lemma 10] and Lemma
2.1-(c), we see that for any m € [1,m.] such that

liminf A (2)z'"™ >0 (3.42)
Z— 00
and §=(2-m)/(2—m.)>1, with ug:=(u—Fk), € L7(Q), the following estimate
holds (cf. [17, pg. 1703]):

d
el Oy < =1k (Ol ) +C (M lun (8 e ) (3.43)

for all t >0 and some positive constant 7> 0. It remains to note that by assumption
(H2), condition (3.42) is already satisfied with m=m., so we can choose g=1 in
(3.43). Gronwall’s inequality (see, e.g., [51]) applied to (3.43) yields, on account of
(2.13), that

||u( )HLP(Q) < || k)+||’;p((2) eint+6(MaQakap)7 (344)
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since [|u(t)| p1q) = (u(t)) <M|Q| (mass is conserved). Hence, for every subset
B=B(M)CL'(Q), and setting R.=C (M,Q,k,p)+1, we can easily find a time ¢t =
t4 (M) >0 such that (3.44) implies

sup ||u(t)HZ[),p(Q) SR* (345)
t>t

After establishing the bound (3.44), the same estimates (3.37)-(3.39) hold provided
that VK € LY (), for ¢ > d/(d—1) is satisfied. Thus, we can again reach the uniform
L*>-estimate (3.40) now on the time intervals [t;,00). This is enough to get (3.36)
once more by applying the results in [20, 47] (see Case I above) and to conclude the
proof of the theorem. 0

Define, for some given M >0,

z L {UQELOO(Q):U()ZO, <UQ>SM},ifU(FD):O,
PN fug € L () 1ug >0}, if o(T'p)>0.

In the previous section we have proved that system (1.1)-(1.3) generates a continu-
ous semigroup S(t) on the phase space Zpy, endowed with the metric topology of

*

(H%) (Q)) , via
S®): [Zoxl. = [Zonl., SEuo=u(t), >0, (3.46)

where u(t) is a unique weak solution of (1.1)-(1.3) (see Theorem 2.3). Here [Zpn],
denotes the closure of Zpy in the metric of (H 1 (Q))* We devote next our attention
to the study of the long-time behavior of trajectories of the semigroup in terms of
global attractors. We need to recall the following definition.

DErFINITION 3.4. We say that AC Zpn is the global attractor for the dynamical
system (S (t),Zpn) if the following conditions are satisfied:

(i) the set A is a compact subset of the phase space Zpn;

(i) it is strictly invariant, that is, S(t)A = A, for all t>0;

(iii) for every bounded subset B C Zpy,

dist(z, ). (S(t) B, A) =0, as t— o0, (3.47)

that is, A attracts the images of all bounded subsets of Zpn as time goes to infinity.
Here,

distiz, ), (X,Y)= jg{;g‘f/ lz—ylliz, . -

The first main result of this section states the existence of such an attractor for
problem (1.1)-(1.3).

THEOREM 3.5. Let the assumptions of Theorem 3.3 hold. Then the dynamical
system (S(t),Zpn) associated with problem (1.1)-(1.3) possesses a global attractor

Apn in the phase-space Zpn, which is globally bounded in C' (Q) , «€(0,1) and has
the following structure:

Apn =E|i=o, (3.48)
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where E is the set of all bounded solutions of (1.1)-(1.3), defined for all tER, such
that

||E||ca/2,a(]gx§> <C, (3.49)

for some positive constant C.

Proof.  As usual, we must check that S (¢) possesses a (pre)compact absorbing set
in Zpn, and that it is closed. The first assertion is an immediate corollary of Theorem
3.3. Indeed, for every bounded subset B C Zpy, there exists a time ¢4 =t (B) >0,
such that S(t)BC X%, for all t >t , where

X0 = {uEC’a ()¢l oy < c} (3.50)

(C is the same constant as in (3.35)-(3.36)). Moreover, owing to Lemma 2.4, we also
have that S(t) is a closed semigroup in the sense of [46]. Thus, due to the abstract
theorem on the attractor’s existence [46, Corollary 6], this semigroup possesses a global

attractor Apy, bounded in C*(€2). The characterization (3.48) and estimate (3.49)
follow from Theorem 3.3 and the same abstract results. Lemma 3.5 is proved. 1]

REMARK 3.3. Of course, the global attractor Apy in Theorem 3.5 depends on
M >0 since the constant C'>0 in (3.50) does. Furthermore, the entering time ¢4 >0
is even independent of the set BC Zpy, when o(I'p) >0, while it only depends on
M >0 whenever o (I'p)=0.

Finally, we can extend the above result in the critical case m=m, and ¢(I'p) =0.

THEOREM 3.6.  Let assumptions (H1), (H3), and (H2) with m=m, be satisfied,
and consider the case when U'p is empty. Let M. >0 be the critical mass estimated in
[17, Proposition 2 and 3]. Then for every M < % such that (up) <M, the dynamical

system (S (t),Zpn) possesses a global attractor Ayr, C Zpn, bounded in C* (ﬁ), ae
(0,1).

Proof.  As in [17], for every fQude:M< M., problem (1.1)-(1.3) is globally
well-posed (see, in particular, [17, Theorems 7 and 9]). The assertion in the theorem
follows by arguing exactly as in the proof of Theorem 3.3 (Case 2) since (3.42) is still
satisfied when m=m... O

4. The non-degenerate case and smooth kernels

In this section, we are interested in the model proposed in [7] which also takes
into account stochastic fluctuations based on a finite number of individuals subject to
long range attraction and short range repulsion. In this case, the density u(t) satisfies

Ou=div(VA(u) —u(VK*u))+eAu, in Qx (0,00). (4.1)

The additional parameter € >0 models classical Brownian random dispersal in equa-
tion (1.1), which can be seen as the limit of (4.1) as € —0; see [7]. For the sake of
simplicity, we will only consider the no-flux boundary condition for (4.1),

(V(Au)+eu)—u(VK*u))- 7 =0, on T x (0,00), (4.2)
and, as before, the initial condition

Ujp—o =g in €. (4.3)
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Thus, everywhere in this section, the boundary I'p, where u=0, is assumed to be
empty (hence, ' =09Q).

As in Section 3, we have the following result whose proof is straightforward (see
[17, 12]).

THEOREM 4.1. Let (H1) and (H3) be satisfied and assume

liminfA' (2) 217 >0, (4.4)

Z—00

where m, > 1 is the same critical exponent used in Section 3. If m,=1, we further
assume that each M >0 satisfies M < |MQ—C|, where (up) <M. Then there exists a unique

(global) nonnegative solution w(t)=wu.(t) to problem (4.1)-(4.3), which belongs to
(2.2), and, in addition,

u(t)e L*(0,T;H' (Q)).

Each weak solution satisfies
(8tu(t),w>(H1(Q))*7H1(Q)+/VAs(u(t))~wau(t)(VIC*u(t))~deac:0, (4.5)
Q

for all we HY(Q), for almost all t € [0,T], where A (y):=A(y)+ey, €>0.
REMARK 4.1. The weak solution of (4.1)-(4.2) satisfies the energy identity

t , 2
& (u(t))+/ / u(s) ‘vq>€ (u(s)) — VK xu(s)| deds=E.(0),
0 Ja
for all £>0; see Remark 2.3. The critical mass M. >0 in the statement of Theorem
4.1 is estimated in [17, Proposition 2 and 3].
In view of estimate (3.36), the following result can be proven for (4.1)-(4.3).

LEMMA 4.2. Let the assumptions of Theorem 4.3 be satisfied. Then, for every >0,
there exists a constant Cyre r >0 such that

Sup (Ol g ) + 100wl L2 (g p411x0) | < Chieyr- (4.6)

Moreover, for any bounded set BC Zpn, there exists a time t.=t.(B)>0 such that
S-(t)BC H*(Q), for all t >t,.

Proof. It suffices to show (4.6) with 7=t +1 (see (3.44)-(3.45)), where ¢t >0
is the time given in Theorem 3.3 (which still applies for A.(y)=A(y)+ey). Set
A-(y)= JJ A (s)ds. Testing equation (4.5) with w=A. (u(t)), and integrating over
Q, we deduce

%(Zs(u(t)),l)p(ﬂ)+/Q|VA5(u(t))|2dx
—/u(t)(VIC*u(t))oVAE(u(t))dx

B Q
sé / VA (u(t)Pda+C |lu(t)| 1 |V u )]} (4.7)
Q
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Integrating this inequality from ¢ to ¢+1, and using the fact that w is bounded ac-
cording to (3.36), we obtain

/ - [1vaara=c. (48)

for all t>t, (M), for some positive constant C' independent of time and the initial
data.

In order to rigorously prove (4.6), one must proceed as for the problem (2.6). More
precisely, recalling that problem (4.1)-(4.3) is uniformly parabolic, one has to employ
another regularization scheme in which A, is approximated by a sequence of functions
(Ac), € C™(Ry), the data uj—g=1up. € C*(Q)NC* (Q) is such that upe — ug in the
L*-metric, and K is replaced by a sequence of smooth kernels X, € C'*° such that K. —
K in Wt (Rd) , as € = 0. The procedure ensures that the approximate solutions (u.)

loc €
are smooth enough so that all the computations below can be performed rigorously.

Thus, in what follows we shall again proceed formally (it will be easy to see that
all the constants in the estimates are independent of ¢ —07). To this end, testing
equation (4.5) with w=0; (A.u(t)), and using the fact that A, (y) >e>0, we deduce

25/ |atu|2dx+ﬁ/\VAE(u)Fda;:z/u(vmu)-vatAg(u)dx. (4.9)
Q dt Jo Q

Since
/u(VIC*u)-V@tAE(u)d:L’:%/u(VIC*u)'VAE(u)dxf/3tu(VIC*u)~VAE(u)da:
Q Q Q

- / u(VEK*0wu) - VA, (u)de,
Q
relation (4.9) and the basic Hélder and Young inequalities imply

d
s/ |8tu|2dx+—/\VA€(u)|2dz
Q dt Jo

S%/Qu(VIC*u)VAE(u)dx—i—C VA (u)|* dz, (4.10)
Q Q

for some positive constant ¢>0 independent of time and the initial data. Next, we
multiply (4.10) by e*®=%) for s € (¢,t+1) to obtain

4 ett—s) / |VAE(u)|2dx§eC(t’S)i / 2u (VK xu)- VA, (u)dz. (4.11)
dS Q dS Q

Integrating (4.11) between s and t+1 gives
e_c/ VA (u(t+ 1))\2dx—ec<f—s>/ VA (u(s))2dz
Q Q

t+1
< / ec@—ﬂ% /Q 2u(1) (VK *u(7))- VA (u(r))dzdr. (4.12)
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Notice that we can split the integral on the right-hand side of (4.12) as follows:

t+1
| et [ 2 (V) VAL () dadr

*6tT

2u (1) (VK *u (7)) - VA (u(r))de |5

\@\

)eelt= / 2u(7) (VK +u (7)) - VA, (u (7)) dadr
Q
—.IG+I7.
Next,

Jg =ec(t=7) / 2u(r) (VK s (r)) - VA, (u(r))da [
Q
:675/2u(t+1)(V}C*u(t+l))~VA€(u(t+1))dx
Q

—ect=9) /Q 2u(s) (VK xu(s))- VA (u(s))dz,

which can be further bounded, exploiting the standard Holder and Young inequalities,
by

Is < (w(t+ 1) dz+Cllut+1)| 7 (g

/|VA )P dz+C llu(s)|[} (g - (4.13)

Moreover, we have

t+1

et / () (VE5u(r))- VA (u(r)) dedr

c/t+1 (/ (7)) d:1:+/|VA (u(r ))|2dx> dr. (4.14)

Thus, on account of (4.13)-(4.14) and estimate (4.19), inequality (4.12) becomes

/lVA (t+1))|% d — €t~ é>/|v.4 $)[2da

IN

€7C

< |VAE(u(t—|—1))| dx—|—/|VA5(u(s))| dx

+c/t+1 (/ (7)) da:—i—/\VA - d:c)dT—i—C (4.15)

for all t >t . Therefore,

—C

e

/|VA (w(t+1))de
c(t—s) 2de w(s)) | da
/|VA (P dos [ VA (u(s)d

+c/s </Q|u(7')|2dm+/gVAE(u(T))|2dx>dT+C.
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Integrating this inequality from ¢ to t+1 with respect to s, and recalling (4.19), we
obtain

—C

- /|VAE (u(t+1))2dz

et t+1
S/ e [ DAL asdst [ [ [9Acw(s)Pda
t+1 pt1
+C’/ / </ lu (7)) dx+/|vA )| dI)dT+C

<c/t+1/|v,4 s))] dx+c/m(7t)/Q|VAE(u(T))2dxdT+C. (4.16)

€

By virtue of (4.8), (4.16) yields
/|VAE (u(t+1))dz<C, Vt>t,. (4.17)
Q

Since A_ (y) >e, for all y, and integrating (4.10) over (¢,t-+1) once more, (4.17) entails
the desired estimate (4.6). The proof is finished. d

As in Section 3, we can prove the following result for (4.1)-(4.3).
THEOREM 4.3.  Let the assumptions of Theorem 4.1 be satisfied. The dynamical
system (S:(t),Zpn) ({S:(t)};>o defined as in (3.46)) possesses a global attractor
A=A m in the sense of Definition 3.4, such that A is globally bounded in C' (ﬁ) N
HY(Q), for some a€(0,1).

Proof.  As in the proof of Theorem 3.5, we must check that Se (¢) is closed and
that it admits a compact absorbing set in Zpy.

Step 1 (Closedness of S.). The proof of this step is essentially the same as in
Lemma 2.4, where everywhere in the estimates we must replace A by the function A..
This only affects the estimate for (2.20), which now reads

11:—/Q(Aa(ul)—AE(uQ))(ul—ug)dx—i—Mlg/QAE(ul)—AE(uQ)dJ;
~ el el — | (A1) = A () (=) o
—|—€(M12)2—|—M12/QA(U1)—A(Ug)d&?

< —cllur —us7aiq) +C(1+e) (M — My)?. (4.18)

Thus, the same inequality in (2.15) is valid for any two weak solutions wj (¢),us (t) of
problem (4.1)-(4.3) corresponding to the initial data w19, uz0.

Step 2 (Smoothing effect). This step requires only minor modifications in the
proof of Theorem 3.3. Indeed, Lemma 3.2 also applies to the function A. and the
results in, e.g., [20, Corollary 4.2] can be still applied to obtain global Holder continuity
of the weak solutions. In particular, each weak solution of (4.1)-(4.3) satisfies the L-
C*N H! smoothing property, and there exists a time ¢, =, (M) >0 such that

sup ||U||ch/2,a([t,t+1]xﬁ)me([t+;oo);Hl(Q)) <Cu, (4.19)
>ty
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for some positive constant C's, independent of time and the initial data. Hence, a
compact in Zpy absorbing set like in (3.50) can be sought, which is enough to apply
[46, Corollary 6] once again. The proof is finished. O

Next, taking advantage of the asymptotic smoothness of S. (t) we can also show
that (4.1)-(4.3) has a gradient structure. To this end, we define the w-limit set of a
trajectory u(t) of (4.1)-(4.3), starting from

Uo EZDN:{U()ELOO(Q):UOZO,<UO> SM},
as follows:

w(ug) = {u* € Zpy 3ty — o0 such that lim [[u(ty) —wll poc ()= O} . (4.20)
n—oo
We prove that w(ug) consists of stationary solutions, satisfying the system

div (u*V <<I>; (uy) —IC*u*)) =0, in ©,
us V (@; (uy) —K*u*) -ﬁ:O, on I, (4.21)
() = i iy ()5 = ),

where we recall that ® (y) = A_ (y) /y such that @, (1)=&, (0)=0 (see Remark 2.3).
The following proposition justifies to call

Es(u(t)):/ﬂtﬁe(u(t))dx—%/Q/Qu(x,t)lC(;v—y)u(yj)dxdy (4.22)

an energy functional for (4.1)-(4.3).

PROPOSITION 4.4.  Let u(t)=5S: (t)uo, uo € Zpn, be the (unique) global solution
of the non-degenerate aggregation equation (4.1)-(4.3). Then the following assertions
are true:

(i) The function E. (u(t)) is differentiable a.e. on [1,00), for every >0, and

2

dé'e(u(t)):—/gu(t)‘v(l); () - VEsu(t)| da, (4.23)

dt
for a.e. t>0.

(i) The function & (u(t)) is nonincreasing, and there exists a positive constant
C,, depending only on K, Q, €, and ||uHLoo(Q) such that

&= (u(t)) > —Cy, (4.24)

for a.e. t>0. Moreover, lim;_, . &: (u(t)) =inf;~0& (u(t)) =& 00 €R exists.

(iii) For any uo € Zpn, w(ug) is a compact, connected invariant set, and every
ux Ew(ug) is a solution of the stationary problem (4.21).

(iv) Every u, €w(ug) is a critical point of E- (u(t)) in (4.22), i.e, E. (uy) =0.

Proof.  First, note that by the assumption (H2) and (4.4), we have ®(y)~
A(y) ~y™ with m>m,, and by definition, ®.(y) =P (y)+¢e(yln(y)—y), for every
£ > 0. The first part of assertion (i) follows from the fact that ®. € C* and the regularity
of the bounded solution w(t) on the intervals [r,00), for every 7>0 (indeed, u€
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C/2(1,00;C*(€2))). The second part is a consequence of Remark 4.1. By (4.23),
E: (u(t)) is nonincreasing on Zpy. The elementary inequality yln(y) —y > —1, for all
y >0, and the assumption (H2) on A, yields on Zpy that ®.(u(t)) > —C;, for some
constant C¢ >0 depending only on the physical parameters of the problem and the
L*°-bound of u. Rewriting the energy & (¢) in the equivalent form

ew®)= [ twndrrg [ [ Ka—p (et - () dedy

~5 [ al@) w@.0)ds.

where

a(x):/QIC(mfy)dyEC’(ﬁ),

the second part of assertion (ii) is also immediate. First, by Theorem 4.1, problem
(4.1)-(4.3) defines a nonlinear Cy-semigroup S¢(t): Zpy — Zpn, u(t) =S: (t)up with
ug € Zpn. Second, by the results of theorems 3.3 and 4.2, we know that for any
ug € Zpy there is t1 >0 such that Uy>, Sz (t)up is bounded in H* (2)NC* (), and
hence relatively compact in Zpy (when endowed with the metric topology of L (2)).
Third, it can be seen from (i) that the function & (u(t)): Fpy — R is a Lyapunov
function on Fpy C Zpn, for any (positively invariant) subset Fpy C H* (Q)NC* (ﬁ)
In particular, by Theorem 4.3 we can take Fpny =.Ac a, where A, 5s is the global
attractor for (S.(t),Zpn). Moreover, &, satisfies: if for ¢ >0, & (Se () us) =E: (ux),
then u, is an equilibrium point of S, (¢). In conclusion, by [48, Chapter 10, Definition
10.1], (Se (t),Ae ar) is a gradient system. Thus, by [48, Propositions 10.3 and 10.12] we
immediately conclude (iii), i.e., w (ug) is a nonempty, compact, connected invariant set,
and w (ug) consists only of stationary solutions. The final part of (ii), inf;s0 & (u(t)) =
Ee (uy) =& o0 1s satisfied owing to (4.23), (4.24), and (iii).

Finally, for (iv) we observe that if u, €w(ug) is a solution of (4.21), then for any
e H(Q)NL>®(Q) it follows from (4.21) that

o:/ div (u*v (<1>; () —IC*u*>) z/de—/u*V (<I>; () —K*u*) T epdo
Q r
= —/ (VAe (us) —u VK xuy) - Vipdz,
Q
which, by straightforward computations, is just the following:

d
%55 (s +01) 529 =0,
i.e., u, is also a critical point of £ in Zpy. In fact, we easily see that the statements
(iii) and (iv) are equivalent to each other. The proof is complete. |

Next, we show that w(ug) has a positive bound from below depending only on
the physical parameters of the problem and ug.

PROPOSITION 4.5.  Let u(t)=.5: (t)ug, uo € Zpn, be the unique solution of (4.1)-
(4.3) such that (ug) >0. Suppose that u. €w(ug). Then, there exists a constant u >0,
depending only on ug, Q, K, and € >0, such that u. (z) >u>0, for all z €.



648 GLOBAL ATTRACTOR FOR A NONLOCAL MODEL

Proof. The proof follows a similar argument used in [26, Section 2|, [54, Proposi-
tion 3.3]. Indeed, owing to the homogeneous Neumann boundary condition of (4.21),
the first equation of (4.21) also reads

jgu*V(@;@u)fKku)'V¢dx:0,

for any ¢ € C*' (2), whence V(P (uy) —K*u,) =0 in each connected component of

the open set where z € such that w, (z)>0. Therefore, ®_ (u,) — K *u, is constant
on each such connected component. If (ug) >0, by the last equation of (4.21), there
exists xo € {2 such that u, (z¢) >0. The previous statement implies that there exists
v €R such that

V=P (e (7)) = (Ku.) (2) =@ (u. () +eln (ua (2) = (Kxu) (z),  (4.25)

for x €Q(zp), which is the same connected component of {x € Q:u,(x)>0} as xo.
Since . €w(ug) is bounded and K e Wh! (R?), we observe from (4.25) that u. (z)
satisfies the inequality

: <77|\K*u* I zoo (o) ’Hcp/ (us (I))”L"O(Q))

u.(z)>e >0,

for all x € Q(x). In particular, this yields that Q(x) =% and the claim is proved.O

REMARK 4.2. Some results on properties of the steady states for the aggregation
equation with nonlinear diffusion (1.1) in the case Q=R? can be found [5, 8, 9].

As a result of the proof of Proposition 4.4, we can now conclude the following

THEOREM 4.6.  Let the assumptions of Theorem 4.3 be satisfied. The global at-
tractor A=A ar of problem (4.1)-(4.3) consists entirely of unstable manifolds of the
equilibria, which are bounded solutions of (4.21).

Under an additional assumption on the kernel which ensures that C is reasonably
smooth at the origin, we can show that A, 5s is also finite dimensional.

THEOREM 4.7. Let the assumptions of Theorem 4.1 be satisfied. Assume
(D°K) 15,0y €L (RY), d>2. (4.26)
The global attractor A. v of (4.1)-(4.8) has finite fractal dimension:
dimp (A p, H~ (QNLP (Q)) < Ce pr <00,

for any 1 <p<oo.

REMARK 4.3.  Recall that fractal dimension of a compact set ), dimg (Y, X) is
defined as

. . 10g2N§ (y;X)
X)=1 T ho (1/85)
dim g (ya ) 5_15614— log, (1/0) 7

where Ns(Y,X) is the minimal number of balls Bs that can be used to cover the
compact set ) in the metric of X.
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The statement of Theorem 4.7 is in fact a consequence of a much stronger result
which states that (4.1)-(4.3) admits an exponential attractor M. s provided that
(4.26) is also satisfied. The precise statement is given by the following.

THEOREM 4.8.  Let the assumptions of Theorem 4.7 be satisfied. Assume (4.26). For
every fized € >0, for the dynamical system (S:(t),Zpn) there exists an exponential

attractor M= M_; pr, bounded in C¢ (Q), which satisfies the following properties:
(i) Semi-invariance: S (t) M C M, for every t>0.

(i1) Exponential attraction: For every bounded subset BC Zpy,
distpi-(o)nre (o) (S (£) B,M) <Ce™™,  Vt>0, (4.27)

for some positive constants C=C (e,M) and &, for any 1 <p< co.

(iii) Finite dimensionality:
dimp (M, H"™ (Q)NLP(Q)) < Ce py < 00, (4.28)

for any 1<p<oo. The constants C,C; ar,k can be computed explicitly in terms of the
physical parameters of the problem.

Here, and everywhere else, we denote H'~ (Q):= H'~°(Q2), for any & € (0,1]. Since
the global attractor A, s is always contained in M. »s, the above theorem immedi-
ately implies that the fractal dimension of the global attractor A. as is also finite. It
is worth recalling that, in the global attractors theory, it is usually extremely diffi-
cult (if not impossible) to estimate and to express the rate of convergence in (3.47)
in terms of the physical parameters of the system considered. This constitutes the
main drawback of the theory. Simple examples show that the rate of convergence
in (3.47) can be arbitrarily slow and non-uniform with respect to the parameters of
the system considered. As a consequence, the global attractor becomes sensitive to
small perturbations and, in some sense, cannot even be observed in experiments. The
concept of exponential attractor overcomes this difficulty (see, e.g., the survey article
[45]). Indeed, in contrast to the global attractors theory, the constants C,C¢ ar,k in
(4.27)-(4.28) can be explicitly found in terms of the physical parameters.

We report for the reader’s convenience the following abstract result on the exis-
tence of exponential attractors [24, Proposition 4.1] (cf. also [28, Proposition 2.17])
which will be used in the proof of Theorem 4.8.

ProroSITION 4.9. Let H, V, and V1 be Banach spaces such that the embedding
V1 CV is compact. Let B be a closed bounded subset of H and let S: B— B be a map.
Assume also that there exists a uniformly Lipschitz continuous map T:B—Vy, i.e.,

[Tby —Tbally,, < L[b1 —bzll5, Vb1,b2€ B, (4.29)
for some L>0, such that
|Sby —Sbz ||, <0||b1 — b2l + K || Tby —Thy||,,, Vbi,b2€ B, (4.30)

for some 0 < % and K >0. Then there exists a (discrete) exponential attractor My C B
of the semigroup {S(n):=S",n€ Z+} with discrete time in the phase space H.

We delay the proof of Theorem 4.8 until the end of the section. The idea is
to verify (4.29)-(4.30) for a suitable choice of maps. We begin by showing that the
semigroup S (t) is strongly (Lipschitz) continuous with respect to the (H® (Q))*—
metric.
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ProrosiTION 4.10. Let u;, i1=1,2, be a pair of weak solutions according to the
assumptions of Theorem 4.7. Then the following estimate holds:

t
Jets (8) = 2 () s - + / a1 (5) 2 (5) o gy
< Jlux (0) =2 (0) [ F171 - € (4.31)

for all t>0, for some positive constants k,C which depend on €>0 and K but are
independent of u;(0).

Proof.  Following Lemma 2.4, we have that u:=wu; —ug and n(t):= ||u(t)||?H1)*
satisfies the problem

%%n(t):—@tu(t),d)(t)) A

with Iy, I, and I5 given in (2.19). The integral I; is estimated in (4.18), whereas for
I> and I3 we have (2.23). The estimate for Iy can be improved in (2.23), using (4.26),
Young’s inequality for convolutions and Lemma 2.1-(b), as follows:

< C/ ’D2K*u1‘ \V¢|2dx§CHD2IC*u1HLOO(Q) ||V¢||2Lg(m
Q

<C (HDQICHL1(31(O)) Hu”LOO(Q) + HDQK:HL;)(Rd\Bl(O)) Hu”Lp/(pfl)(Q)) Hv¢||§,2(ﬂ)
<Cn(t).

Thus, we get
d 2 2 2
2 1Oy +2elu@ e < Cllu@ll () (4.32)

which yields the desired inequality (4.31) by applying Gronwall’s inequality.
O

REMARK 4.4. A crucial point in the proof of Theorem 4.8 is that we need the global
Lipschitz continuity of S, (¢) in the norm of (H* (Q))* The assumption (4.26) plays
an essential role with respect to this issue (see (4.32)). While Newtonian potentials do
not satisfy (4.26), in population dynamics the non-local effects are generally modelled
with smooth, fast-decaying kernels K which obey (4.26); see e.g. [53].

The step needed to establish the existence of an exponential attractor is the va-
lidity of so-called smoothing property for the difference of two solutions of (4.1)-(4.3).
In the present case, such a property is a consequence of the following two lemmas.
The first result establishes that the semigroup S () is some kind of contraction map,
up to the term [[u1 — w2120, 4. rr1y*)-

LEMMA 4.11.  Let the assumptions of Proposition 4.10 hold. Then, for every t >0,
we have:

t
lur () = (D)1 y < €™ [Jug (0) =z (0|7 g1 + Ceona / ur (5) = 2 () [[F g1 s,

(4.33)
for some positive constants C; pr, k which depend on >0, Q, and K.
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Proof. Recall that w:=wu; —us. Combining (4.32) together with Poincaré’s
inequality

x|

L2

+(u)? < Calull32,

we deduce from (4.32) the following inequality:
d 2 2e 2 2
o (Ol gy + Co O gy < Cllu@ll gy
for all t>0. Thus, Gronwall’s inequality entails the desired estimate (4.33). 0

We now need some compactness for the term ||u; — “2||L2([0,t];(H1)*) on the right-
hand side of (4.33). This is given by the following lemma.

LEMMA 4.12. Let the assumptions of Proposition 4.10 hold. Then, for every t>0,
the following estimate holds:
2 ! 2
||6tu1_atU2HL2([o,t];D(AN)’)+5/0 [y (5)_“2(5)||L2(Q)d5
<Ceonre™ [Jur (0) = uz (0)[F - (4.34)

where Ce pr >0 and £>0 also depend on €, €2, and K.

Proof. The second term on the left-hand side of (4.34) can be easily controlled
by (4.31). Thus we only need to estimate the time derivative. Recall that each dyu;,
1=1,2, satisfies (4.5). Furthermore, in light of Theorem 4.1, recall that we have

sup [[u; (t)|| oo (@) < Ce,m, 1=1,2. (4.35)
>0
Thus, for any test function w € D(Ay), using the weak formulation (4.5), for dyu:=
Oyu1 — Opus there holds
(Opu(t),w) =I1+1I5,

where
Iy:=—(V(Ac (u1) — Ac (u2)), Vw),
I5:= (u(VEK*uy) —ue (VK xu), Vw).

First, for every we D (An) we have
1= (A () ~ As (u2), A} < Q ([l ) 11— | Aol
<Cllur —uz| 12 ||w||D(AN) :
On the other hand, it is easy to show, on account of (4.35), that
Is <Cllur —uzll 2 [[Vwl] 2.

These estimates together with (4.31) gives the desired estimate on the time derivative
in (4.34). o

We now show that the semigroup S () is actually uniformly Hélder continuous
in the H'~ N LP-norm with respect to the initial data.
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LEMMA 4.13.  Let u; (t)=5(t)u; (0), with u;(0) € Zpn. Then, for any 1 <p<oo,
the following estimate is valid:

lur (8) = w2 (0) 1 (e () < Cenre™ ua (0) = uz (0) [ {5y (4.36)
(@DNLP (@) (HY)

for allt>1t., where the constants Ce pr >0, >0, and y=y(p) <1 are independent of
the wnitial data and time.

Proof. Using the interpolation [H!, (H 1)*]1 /2,2 =L?, we deduce from estimates
(4.31) and (4.6) that

s (8) =2 (B)] gy < Ceare™ s (0) —ua (O) 117 (4.37)

for all t >t, =t, +1. By interpolation in the spaces L> C LP C L?, for 2<p< oo, H' C
H'-%C (Hl)*, d€(0,1), the estimate (4.36) also holds for the difference of solutions
U=1uU] — Us. O

The last ingredient we need is the uniform Hélder continuity of ¢ — S (t)uo in the
H'~ N LP-norm, which is given by the following result.

LEMMA 4.14. Let the assumptions of Proposition 4.10 be satisfied. Consider u(t)=
Se (t)ug with ug € Zpn. The following estimate holds:

Hu(t) *U(S)HHI*(Q)QLP(Q) < CS,M |t*5|’ya Vt,s > 1, (4'38)

where y==(p) <1 and the positive constant C. ps is independent of initial data, u,
and t and s.

Proof.  According to (4.19) and (4.6), and recalling that lCEVVllo’C1 (R?), the
following bound holds:

sup [[AAcu(t) = V- (u(VE*u ()| gy < Cepna

t>t.
Consequently, by comparison in (4.5), we have that

sup [0 ()] g1 < Cenr,
t>t,

which entails
u(t) —u(s)ll gy SCemlt—s|, Vts=t.. (4.39)

Estimate (4.38) now follows from (4.39) and standard interpolation inequalities, as in
the proof of Lemma 4.13. 1]

Proof of Theorem 4.8. In order to apply Proposition 4.9, it is sufficient to
verify the existence of an exponential attractor for the restriction of S(t) on some
properly chosen semi-invariant absorbing set in Zpxy. Recall that, by (4.19) and
Lemma 4.2, the ball By ::Bca(ﬁ)ﬂHl(Q) (Ce ar) will be absorbing for S, (t) provided
that C. ar >0 is sufficiently large. Since we want this ball to be semi-invariant with
respect to the semigroup, we push it forward by the semigroup, by defining first the set
By =[Ui>05: (t)BO}(Hl)*7 where [-] ;). denotes closure in the space (H! (Q))* Then

*

set B=S5(1)B;. Thus, B is a semi-invariant compact (for the metric of (H'(£2))")
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subset of the phase space Zpy. On the other hand, due to the results proven in this
section, we have

up (s ()l oy oy A=) i oy + 100 (D) g ) < Cenr, - (440)

for every trajectory u originating from ug € B, for some positive constant C; p; which
is independent of the choice of ug € B. We can now apply the abstract result above

to the map S=5.(T) and H=(H! (Q))*, for a fixed 7> 0 such that e=*7 <1, where

k>0 is the same as in Lemma 4.11. To this end, we introduce the functional spaces
Vii= L2 (10,12 (@) N H (0,7 D(Ay)), V= L2 (10,T]: (H'(2))"),  (4.41)

and note that V; is compactly embedded into V. Finally, we introduce the operator T':
B — V) by Tug:=u€V, where u solves (4.1)-(4.3) with u(0) =uo € B. We claim that
the maps S, T, and the spaces H, V, and V; thus defined satisfy all the assumptions
of Proposition 4.9. Indeed, the global Lipschitz continuity (4.29) of T is an immediate
corollary of Lemma 4.12, and estimate (4.30) follows from estimate (4.33). Therefore,
due to Proposition 4.9, the semigroup S(n)=S.(nT) generated by the iterations of
the operator S:B— B possesses a (discrete) exponential attractor My in B endowed
by the topology of (H 1 (Q))* In order to construct the exponential attractor & for
the semigroup S (t) with continuous time, we note that, due to Lemma 4.10, this
semigroup is Lipschitz continuous with respect to the initial data in the topology of
(H! (Q))* Moreover, by (4.36) and (4.38) the map (t,ug) — Se (t) ug is also uniformly
Hélder continuous on [0,7] xB, where B is endowed with the metric topology of
(H 1 (Q))* Hence, the desired exponential attractor M for the continuous semigroup
Sc(t) can be obtained by the standard formula

M= ] S.(t)Ma. (4.42)

t€[0,T]

In order to finish the proof of the theorem, we only need to verify that M defined
as above will be the exponential attractor for S.(¢) restricted to B not only with
respect to the (H 1 (Q))*—metric, but also in with respect to a stronger metric. This
is an immediate corollary of the fact that B is bounded in C*(Q)NH" (), along
with standard interpolation inequalities between the following spaces: L> C LP C L?,
H'cH'Y 9 C (Hl)*, for 2<p< oo and § € (0,1]. Theorem 4.8 is now proved.

5. Convergence to steady states

In this section, we show that any global-in-time bounded solution to the model
(4.1)-(4.3) converges to a single equilibrium of (4.21) as time tends to infinity. The
proof of the main result is based on a suitable version of the Lojasiewicz—Simon
theorem and propositions 4.4 and 4.5. The question of such convergence is usually
a delicate matter since it is well known that the topology of the set of stationary
solutions of (4.21) can be non-trivial. In particular, there may be a continuum of
stationary solutions for (4.21) even in the simplest cases; for instance when 2 is a
disk, K is either a Newtonian or Bessel potential and A(y)=y (see [39, 50]).

The main result of this section reads as follows.

THEOREM 5.1.  Let the assumptions of Theorem 4.1 be satisfied. Assume that ® is
a real analytic function on Ry. For any ug€ Zpn with {ug) >0, the corresponding
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positive solution u(t)=Sc(t)ug to the non-degenerate aggregation equations (4.1)-
(4.3) converges to a single stationary state u, of (4.21) in the sense that

Jimn [l (£) =t o ) =0 (5.1)

for any p>1. Moreover, there exist constants C >0, p=p(p,u.) € (0,1) such that the
following convergence rate holds:

[ (t) = sl ooy SC(L+8) 7", (5.2)
for all t>0.

Owing to (4.20), Proposition 4.4-(iii), Proposition 4.5, and the regularity prop-
erties of ueC/? ((O;oo);C’a (Q)), we may then assume without loss of generality
that

inf w(t,z) >wu>0, for all t>0. (5.3)
€N

We employ a generalized version of the Lojasiewicz-Simon theorem proved in [31,
Theorem 6] (cf. also [28, Lemma 2.20]). The version that applies to our case is
formulated in the following.

LEMMA 5.2.  Under the assumptions of Theorem 5.1, there exist constants 6 € (O,%],
C >0, and 6 >0 such that the following inequality holds:

6 () = E- ()™ < Clli— ()] 2 (5.4)

for all we L (Q)NH(Q) provided that lu =il 2y <6. Here p=p(u) denotes
D, (u) — K*u.

Proof.  We will now apply the abstract result [31, Theorem 6] to the energy
functional & (u), which according to (4.22) is the sum of entropy and an interface
energy term. In contrast to this feature, we shall split &, (¢) into the sum of a convex
(entropy) functional ¥:L?(2) —+RU{co}, with a suitable effective domain, and a
non-local interaction functional W:L?(Q)—R. Let u>0 be the lower bound from

(5.3) and recall that € >0. We define the lower-semicontinuous and strongly convex
functional ¥ =3 by

5 () = Jo (@ (u) —eln(u)u)de, if ue L= (Q), u>0,
W Foo, otherwise,

with closed effective domain dom(X)=ZpyNH'(Q), and the quadratic functional
U="U_:L%2(Q) =R, given by
1

U (u):= —§/Q[u(IC*u) —2¢eIn(u)u]dz.

We have that ¥ is Fréchet differentiable on any open subset U of
Uni={¢ € L=(Q):[()| < M; u<¢p(x) <Cn},

(where Cs >0 is such that [[¢[| ;) < Cr, since ¢ is bounded) with Fréchet deriva-
tive DX : U — L* () having the form

(D26 = [

Q

((b; (u)—eln (g)) -&dx,
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for all u€U and £€L>(Q). The analyticity of DY as a mapping on L> () is
standard owing to the analyticity of ® (see, e.g., [31, Remark 3]). Moreover, due to
assumptions on A in Theorem 4.1, we have @' (y) ~A (y) ~y™~1, and recalling that
®_(y)=® (y)+eln(y), one has & (u) >0 and

(DX (u1) — DY (ug) ;w1 —uz) > @ () [luy — ua| 2 (g -
for all uy,us €U, and
| DX (ur) — DX (U2)||(L2(Q))* < fuy _u2||L2(Q)7

for some positive constant y=-y(Cys,u,e). Moreover, computing the second Fréchet
derivative D?Y of 3,

(D2 ()16) = [ @2 (W) ads,
Q
yields that D?¥ € L£(L>(2),L>(Q)) is an isomorphism for every u € U, owing to the
fact that ®/(u)=A, (u)/u>¢=C((Cpr,u)>0. Concerning the (quadratic) function

W, we see that

U (u) =5 (—Kxu,u) 12q) + (€ln(w),u) 2(q), V0 E L*(Q).

DN =

We recall that the linear operator 1 — K x 1) is self-adjoint and compact from L?(9) to
itself and is also compact from L>(Q) to C°(Q) (since K € W,2:'). On the other hand,

loc
we also have the following (orthogonal) sum decomposition of L?(Q)=L3(Q)® Hy,
where
Ly(Q):={ueL?(Q):(u)=0}, Hy:={ueL?(Q):u=const.}
Then, the annihilator of L (€2) is the one-dimensional subspace
1§:={che (L*(Q)) sceRr}
of constant functions, where h € (L?(Q))"~L?(Q) is given by (h,u)= \ﬁll Joudz, ue
L?(£2). Hence, the hypotheses of [31, Theorem 6] are satisfied and the sum
E=Y+V:L*(Q) = RU{c0}

is a well defined, bounded from below functional with nonempty, closed, and convex
effective domain dom(&.) =dom(X). Unravelling notation in [31, Theorem 6], and
observing that the Fréchet derivative

DE. (u) :@; (u) —K*xu=:p,
we have

1-6 . 0
€ ()~ ()" <€ inf JIDE- () =l oy e €LY

=Cllp— <:U'>||L2(Q) )
from which (5.4) follows. |
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We are now in a position to complete the proof of Theorem 5.1.

Proof. [Proof of Theorem 5.1.] We argue as in the proof of [28, Theorem 2.21].
First, we note that by virtue of the regularity results proven in the previous section
(see, e.g., (4.40)), all u, €w[ug] are bounded in C*(Q)NH' (2). Besides, recalling
Proposition 4.4-(ii), we have

E(u(t)) =& 00, as t— 00,

and the limit energy & o is the same for every steady-state solution u. € wlug].
Moreover, we can integrate (4.23) over (¢,00) to get

/ /’VCI) VIC*u(t)‘Qd:cds
/ / ‘V<I> ))—VIC*u(t)rdxds
(1)) = €00 =& (u(t)) — & (us). (5.5)

By virtue of Lemma 5.2 and recalling that u(t) = ®. (u(t)) — VK *u(t), we have
-0
[ (w(t) =& ()|~ <C () = ()| 2 () S C VRO 120 (5.6)
exploiting Poincaré’s inequality, provided that
HU—“*||L2(Q)§5~ (5.7)

This, combined with the previous identity, yields
> 2
6
| 196 iy ds < IV ) (5.8)

for all ¢ >0, for as long as (5.7) holds. Note that, in general, the quantities 8, C, and
0 above may depend on u, >0 and € >0. Finally, let us set

W =U{Z:T is an open interval on which (5.7) holds}.

Clearly, W is nonempty since u, € wlug]. We can now use (5.8), the fact that
Vel 2@ € L?(0,00), and exploit [26, Lemma 5.1] (with a=2(1-6)) to deduce

that V()| 2 € L' (W) and

[ 196z = C ) <. (59)

Consequently, using the bound (5.9) and the main equation (4.1), which also reads
Opu(t) =div(u(t) Vu(t)), we obtain

/W 100 () gy gy s <€ < 0. (5.10)

In order to finish the proof of the convergence result in (5.1) it suffices to show that
it holds in L?-norm. Indeed, in this case (5.1) will become an immediate consequence
of the L?-(C*NH?') smoothing property of the bounded solutions u(¢) and all u, €
wlug]. We claim that we can find a sufficiently large time 7>0 such that (7,00) C
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W. To this end, recalling (5.5) and the above bounds, we also have that d,p€
L?(0,00; (H! (Q))*), Ve L2(0,00; (Lz(Q))d) and, furthermore, for any k>0 there
exists a time ¢, =t, (k) >0 such that

10cull 11 (e, o0y (ryy S Es 110tll 21, soyscmryy <Fs IVRI 21, 00);(22)2) S F-
(5.11)
Next, observe that by the regularity properties of u (see Section 3), there is a time
ty >0 such that

sup H“(t>||Hlnca(§) <C. (5.12)
t>ty

Now, let (t,to) C W, for some ty >to >t, (k), |to —t2| > 1 such that (5.12) holds (with-
out loss of generality, we can assume that ¢, >tx). This claim is an immediate con-
sequence of the aforementioned L2-(H'NC® (ﬁ)) smoothing property and bounds
(5.11). Using (5.11) and (5.12), we obtain

(o) = (t2) 22 ) =2 / (O (5) 1 (5) —uto)) gy ds

to

2
§2/ 10eu ()]l (111 ()= (”U(S)HHl(Q)+||U(t0)||H1(Q))ds

to
SC|Oeull L1 4y 1031y (”uHLm(t*,oo;Hl) + 1) <Ck. (5.13)

Therefore we can choose a time ¢, (k) =7 <tg <ta, such that

Jut0) (k) ) < o (5.14)

provided that (5.7) holds for all ¢ € (to,t2). Since u. €wlug], a large (redefined) 7 can
be chosen such that
0

HU’(T)_U*HLQ(Q)<§’ (5.15)

whence (5.14) yields (7,00) C W. Indeed, taking
Ezinf{t>7: l(t) =l 20 25},

we have ¢>7 and Hu(i) - >¢ if 7 is finite. On the other hand, in view of

(5.14) and (5.15), we have

U ||L2(Q)

26
Il (®) = wll L@y < u(t) = w(T)l g2 +llu(m) — w2 @) < 5
for all ¢>¢>7, and this leads to a contradiction. Therefore, =00 and by (5.11)
the integrability of dyu in L'(,00; (H'(Q))") follows. Hence, wlug]={u.} and
(5.1) holds on account of the L*-(H'NC*(Q)) smoothing property. The proof is
finished. O

Proof. [Proof of (5.2).] Without loss of generality, suppose now that, for all
t>1t,>0, we have & (u(t)) > & (u.) (otherwise, there is nothing to prove). Define the
function
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and observe that by (5.5)-(5.6) and (4.23), it satisfies

d _
%E(t)jLCE(t)Q(1 9 <0, for all t>t,

for some positive constant C'=C'(u). Integration of the preceding inequality yields

1
1-20

=(1) <E(0) (1+CE(0)1*2%)_ , (5.16)

for all t>t.. On the other hand, we have by (5.5) that

B —no-1 d
—ﬁz(t) =—0=(t) ai(t)zcenvﬂ(t)”mm)v

for all t >t,, provided that ||u(t) —u.| <J. Integrating this inequality over (¢,00), we
also get

oo
| 1)y as <0 <o

for all t >t,. As above, we obtain

o0
/t [0 ()|l (pr1 ()~ ds < C < 00,

and combining with (5.5) and (5.16) yields

Hu(t)_u*H(Hl(Q))* S/t HatU(S)H(Hl(Q))*dSSC/t ||VM(8)HL2(Q)d5
<C(1+t) Tm,

for some positive constant C, which depends on Z(0), 6, u, and e. By using standard
interpolation inequalities (see, Section 4) one can deduce the convergence rate estimate
in the stronger norm in (5.2). The proof is complete. |
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