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ANALYSIS OF THE ENERGY DISSIPATION LAWS IN
MULTI-COMPONENT PHASE FIELD MODELS∗
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Abstract. In this paper, two approaches for modeling three-component fluid flows using diffuse
interface method are discussed. Thermodynamic consistency of the proposed models is preserved when
using an energetic variational framework to derive the coupled systems of partial differential equations
that comprise the resulting models. The issue of algebraic and dynamic consistency is investigated. In
addition, the two approaches that are presented are compared analytically and numerically.
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1. Introduction

Interface problems arising in mixtures of different fluids, solids and gases have at-
tracted attention for more than two centuries. Many surface properties, such as capillar-
ity, are associated with the surface tension through special boundary conditions [24,25].

Ω1

Ω2

Γt

Fig. 1.1: Schematic representation of a
binary mixture.

The classical approach to this problem usually con-
siders the interface to be a free surface that evolves
in time with the fluid velocity [20]. In this ap-
proach the so-called sharp interface problem for
the immiscible mixture of two fluids is written as
Navier-Stokes equation in each component with stress jump conditions on the moving
interface (see Figure 1.1). This approach results in the system that satisfies the following
energy law:
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Here Ωi are the sub-domains corresponding to each component of the mixture, ui and ηi
are local velocities and viscosities of each component, σ is the surface tension constant,
and Γt is the moving interface between the components. In order to not complicate the
model, here and further in the paper density ρ is considered to be constant and the
same everywhere throughout the mixture.

Energetic variational approach. The models presented in this paper are derived
from the underlying energetic variational structures. For an isothermal closed system,
the combination of the first and second laws of thermodynamics yields the following
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energy dissipation law [19]:

dEtotal

dt
=−∆, (1.2)

where Etotal is the sum of kinetic energy and the total Helmholtz free energy, and ∆ is
the entropy production (here the rate of energy dissipation). The choices of the total
energy functional and the dissipation functional, together with the kinematic (trans-
port) relations of the variables employed in the system, determine all the physical and
mechanical considerations and assumptions for the problem.

The energetic variational approach (EnVarA) is motivated by the seminal works
of Rayleigh [38] and Onsager [35, 36]. The framework, including least action principle
(LAP) and maximum dissipation principle (MDP), provides a unique, well defined way
to derive the coupled dynamical systems from the total energy functionals and dissipa-
tion functions in the dissipation law (1.2) [22]. Instead of using the empirical constitutive
equations, the forces are derived from the energy dissipation law and substituted into the
force balance equations. Specifically, the least action principle determines the Hamilto-
nian part of the system [1, 3] and the maximum dissipation principle accounts for the
dissipative part [4, 36]. Formally, LAP represents the fact that the force multiplied by
the distance is equal to the work, i.e., δE=force×δx, where x is the location and δ
the variation/derivative. This procedure gives the conservative forces. The MDP, by
Onsager and Rayleigh, produces the dissipative forces of the system, δ 1

2∆=force×δẋ.
The factor 1

2 is consistent with the choice of quadratic form for the “rates” that describe
the linear response theory for long-time near equilibrium dynamics [29].

Both total energy and energy dissipation may contain terms related to microstruc-
ture and those describing macroscopic flow. Competition between different parts of
energy, as well as energy dissipation defines the dynamics of the system. For more
details see [19].

Diffuse interface method. To regularize the transition between two phases in
the sharp interface model, here the statistical point of view (or phase field approach)
is employed, which treats the interface as a continuous, but steep, change of prop-
erties (density, viscosity etc.) of the two fluids. Within a “thin” transition region,
the fluid is mixed and has to store certain amount of “mixing energy”. Such an
approach coincides with the usual phase field models in the theory of phase transi-
tion [9, 10]. These models will allow the topological change of the interface [33], and
have many advantages when simulating front motions [12]. Recently many researchers
have employed the phase field approach for various fluid models [2, 5, 21, 23, 31, 32, 37].

ϕ=1

ϕ=−1

Fig. 1.2: Configuration of a phase field
function ϕ describing two phase flow.

The phase field function ϕ takes values ϕ=
1 in Ω1, ϕ=−1 in Ω2 (see Figure 1.2), and ϕ∈
(−1, 1) on the diffuse interface. We use phase field
to approximate the interface energy with mixing
energy

λ

σ
W (ϕ)=

λ

σ

∫
ε

2
|∇ϕ|2+ 1

ε
G(ϕ)dx≈areaΓt, (1.3)

where G is a so-called double-well potential (e.g. G(ϕ)= 1
4

(
ϕ2−1

)2
), ε is a parameter

responsible for the “width” of the interface, and λ/σ depends on G(ϕ) (for example,

λ= 3
2
√
2
σ if G(ϕ)= 1

4

(
ϕ2−1

)2
, where σ is the surface tension constant, see [40]).
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Then as an assumption upon which the model is derived, one can write the following
energy law for two-component fluid flow:

d

dt

(∫
1

2
ρ|u|2dx+λW (ϕ)

)
=−

∫
1

2
η
∣∣∇u+∇uT

∣∣2 +
ϕ2

M (ϕ)
|V−u|2dx. (1.4)

Combined with kinematic constraint ϕt+∇·(ϕV) = 0 and incompressibility condition
∇·u= 0 after applying EnVarA to (1.4) gives way to the following Cahn-Hilliard/Navier-
Stokes system:

ϕt+∇·(ϕu) =∇·(M (ϕ)∇ζ) , ζ=−λε∆ϕ+λ 1
ε

(
ϕ2−1

)
ϕ,

ρ(ut+(u ·∇)u)+∇p=∇·
[
η
(
∇u+(∇u)

T
)
−λε∇ϕ⊗∇ϕ

]
,

∇·u= 0.

(1.5)

For more details see [19].

Multi-component mixtures. The phase field model for ternary mixtures is much
less studied in comparison to its binary analog. It was first introduced by Morral and
Cahn [34] and later developed by several works [6, 8, 16–18,28,41].

In [6], for a phase field model based on concentrations, the authors introduce con-
sistency requirements that should be imposed on the ternary model (we shall call this
approach “non-degenerate”). They analyze the energy law and resulting system and
derive constraints to satisfy the requirements. This and positivity of the proposed en-
ergy limit the range of physical parameters. In [8] the authors introduce a phase field
model that does not require imposing limits on physical parameters (we shall call this
approach “degenerate” for the degeneracy in one of the coefficients in the energy law).

In Section 2 we introduce the Cahn-Hilliard models based on the aforementioned
approaches. In Section 3.1 we analyze the consistency requirements for the “degenerate”
model. In Section 3.2 we compare the energies and dynamics of the systems between
the two approaches.

2. Models of multi-component flows
The phase field modeling of three-component dynamics can be divided into two

distinct approaches, which we call non-degenerate [6, 14, 26, 27, 41] and degenerate (for
the degeneracy in the dynamics of one of the components) [7, 8]. With the energetic
variational approach the main requirement for any such model is that in the absence of
one of the phases, the postulated mixing energy reduces to that of the two-phase flow
(energetic consistency). Additionally, in [6] the authors suggested that such require-
ment should be imposed not just on the energy, but on the dynamics of the system as
well (algebraic consistency) and that this property should hold under small perturba-
tions (dynamic consistency). Similar to two-component flow, we postulate the following
generic energy law:

d

dt

(∫
1

2
ρ|u|2dx+W

)
=−2D, (2.1)

Different models may be obtained by introducing different mixing energies W and dis-
sipation functionals D. We briefly describe two approaches, discuss the differences in
their postulated mixing energies and resulting dynamics and investigate requirements
on the energy for the degenerate system to satisfy the dynamic consistency requirement
without any limitations on the mobility coefficients.
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Non-degenerate system. Let us introduce a phase field vector c= 〈c1, c2, c3〉,
where each component of the vector may be thought of as relative concentration (or rel-
ative density) of the corresponding phase. See Figure 2.1 for schematic correspondence
between components and phase field values. Then we can write the mixing energy as
follows:

W (c)=

∫
3

8
ε

3∑
i=1

χi |∇ci|2+
12

ε
F (c)dx, (2.2)

c1=1, c2= c3=0

c3=1, c1= c2=0

c2=1, c1= c3=0

Fig. 2.1: Configuration of a phase field
vector c= 〈c1, c2, c3〉= 〈c, d, 1−c−d〉 de-
scribing three phase flow.

where F (c) is a triple-well potential, that may be
taken of different forms, and constants χi are re-
lated to penetration constants in capillarity theory
and may be expressed through surface tension con-
stants of the three interfaces using the energetic
consistency requirement.

Here we introduce the following dissipation
functional

D=

∫
1

4
η
∣∣∇u+∇uT

∣∣2+
3∑

i=1

c2i
2Mi

|Vi−u|2dx, (2.3)

together with kinematic relations cit+∇·(ciVi)=0, i=1,2,3, and incompressibility
constraint ∇·u=0. In addition, the concentrations are related by a linear constraint
c1+c2+c3=1. In order to satisfy the algebraic consistency, authors of [6] perform the
variation with Lagrange multiplier β and algebraic restrictions on mobility coefficients
Mi to derive the following ternary Cahn-Hilliard/Navier-Stokes system:




ct+(u ·∇)c=M1∆ζc, ζc=− 3
4ε∇·(χ1∇c)+ 12

ε ∂1F (c)+β,

dt+(u ·∇)d=M2∆ζd, ζd=− 3
4ε∇·(χ2∇d)+ 12

ε ∂2F (c)+β,

β=− 12
ε χ0

(
1
χ1

∂1F (c)+ 1
χ2

∂2F (c)+ 1
χ3

∂3F (c)
)
,

ρ(ut+(u ·∇)u)+∇p=∇·
[
η
(
∇u+(∇u)

T
)
− 3

4ε
∑3

i=1χi∇ci⊗∇ci

]
,

∇·u=0,

c= 〈c1, c2, c3〉= 〈c, d, 1−c−d〉 ,
χ0=

(
χ−1
1 +χ−1

2 +χ−1
3

)−1
, M1χ1=M2χ2=M3χ3=M0.

(2.4)

Dynamic consistency requires additional restrictions on the choice of nonlinear potential
F (c).

ϕ=1, ψ=1

ψ=−1

ϕ=−1, ψ=1

Fig. 2.2: Configuration of a phase field
functions ϕ and ψ describing ternary
flow.

Degenerate system. In the degenerate ap-
proach, instead of three linearly dependent func-
tions, we introduce two completely independent
phase field functions ϕ and ψ, which act as labels.
Two of the components are distinguished from each
other using values of ϕ, while third component is
distinguished from the first two using values of ψ
(see Figure 2.2). Then the mixing energy will have
a term acting on the interface of the first two com-
ponents in the region with ψ=1, and another term on the interface separating third
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component from the first two:

W (ϕ,ψ)=

∫
γ̃1 (ψ)

(
ψ+1

2

)2(
ε

2
|∇ϕ|2+ 1

4ε

(
1−ϕ2)2)+γ2 (ϕ)

(
ε

2
|∇ψ|2+ 1

4ε

(
1−ψ2)2) ,

(2.5)

where γ1 (ψ) = γ̃1 (ψ)
(
ψ+1

2

)2

and γ2 (ϕ) are coefficients related to the surface tensions

on the corresponding interfaces. Writing the dissipation functional as

D=

∫
1

4
η
∣∣∇u+∇uT

∣∣2 +
ϕ2

2M1
|Vϕ−u|2 +

ψ2

2M2
|Vψ−u|2dx, (2.6)

and applying energetic variational approach one can derive degenerate ternary Cahn-
Hilliard/Navier-Stokes system:

ϕt+(u ·∇)ϕ=∇·(M1∇ζϕ) , ψt+(u ·∇)ψ=∇·(M2∇ζψ) ,

ζϕ=−ε∇· [γ1 (ψ)∇ϕ]+ 1
εγ1 (ψ)

(
ϕ2−1

)
ϕ

+∂γ2(ϕ)
∂ϕ

(
ε
2 |∇ψ|

2
+ 1

4ε

(
ψ2−1

)2)
,

ζψ =−ε∇·(γ2 (ϕ)∇ψ)+ γ2(ϕ)
ε

(
ψ2−1

)
ψ+

+∂γ1(ψ)
∂ψ

(
ε
2 |∇ϕ|

2
+ 1

4ε

(
ϕ2−1

)2)
,

ρ(ut+(u ·∇)u)+∇p=∇·
[
η
(
∇u+(∇u)

T
)

−εγ1 (ψ)(∇ϕ⊗∇ϕ)−εγ2 (ϕ)(∇ψ⊗∇ψ)],

∇·u= 0.

(2.7)

3. Main results

3.1. Degenerate system analysis. Violating the algebraic consistency re-
quirement may lead to unphysical nucleation of one of the components in the middle
of the interface between the other two components. For the non-degenerate system,
to satisfy algebraic consistency and well posedness requirements, some restrictions on
the physical parameters of the system have to be introduced. Another way to enforce
algebraic consistency (instead of restricting the values of the mobility coefficients) is
by introducing degenerate mobility, which is used and studied in binary phase field
systems [11,13,15,30,39]. A similar approach can be used for degenerate models. How-
ever, it is interesting to make dynamic consistency energetically preferable as opposed
to restricting the dynamics of the system through mobility.

Let us consider surface tension coefficients defined by

γ1 (ψ) =
3

2
√

2
σ12

(
ψ+1

2

)2

, (3.1)

γ2 (ϕ) =
3

2
√

2
σ13 =

3

2
√

2
σ23 = const, (3.2)

where σ12, σ13 and σ23 are the surface tension constants on the corresponding interfaces.
To study the algebraic consistency we take an initial configuration with the third phase
absent (see Figure 3.1a,b). The Cahn-Hilliard equation describes the volume-preserving
minimization of the energy. Thus since the mixing energy in ϕ is positive, by decreasing
the value of γ1 (ψ) and simultaneously increasing the ψ portion of the mixing energy(
ε
2 |∇ψ|

2
+ 1

4ε

(
1−ψ2

)2)
the system can achieve a lower value of total energy.
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(a) (b)

(c) (d)

Fig. 3.1: Initial and equilibrium configurations of the ternary system with absent third phase
in case of dynamically inconsistent coefficients.

This dynamics results in unnatural nucleation of the third phase, as in the case
of the equilibrium configuration shown on Figure 3.1c,d. In addition to the unnatural
nucleation this behavior results in the decrease in equilibrium interfacial energy (com-
paring to the analytical assumption equal to surface tension multiplied by area of the
interface). Numerical simulations show that this result does not depend on numerical
precision, and decreasing interfacial thickness ε results in a decrease in width of the
cusp, but nearly does not affect height of the cusp and the energy loss.

As one can see from Figure 3.2, both cusp size and relative energy loss increase
with the ratio between surface tensions. Here, relative energy loss at the equilibrium is
computed using the formula |σ12−W|/σ12.

(a) (b)

Fig. 3.2: For the case of dynamically inconsistent coefficients (a) cusp height and (b) relative inter-
facial energy loss as a function of surface tension ratio.
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To remedy this behavior all the coefficients in the energy need to have critical points
at ϕ=±1 and ψ=±1. Additionally, to make this effect dynamically consistent (i.e.
numerically stable, there should be no nucleation if the phase field is sufficiently close
to ±1), these critical points need to be minima. One way to achieve that is to require
the coefficients to have double-well structure, similar to that in the mixing energy. In
particular, for γ1 (ψ) and γ2 (ϕ) we suggest the following formulation:

γ1 (ψ) =
3

2
√

2
σ12

(
1+ψ

2

)2(
2−ψ+

α

4
(1−ψ)

2
)
, (3.3)

γ2 (ϕ) =
3

2
√

2

(
σ13

(
1+ϕ

2

)2

(2−ϕ)+σ23

(
1−ϕ

2

)2

(2+ϕ)

+
α

16
|σ23−σ13|

(
1−ϕ2

)
2
)
. (3.4)

Here α>3 is a constant regulating the size of the double well. One can take α= 3+ε
to reduce additional energy introduced by the double-well structure of these terms at
the triple junction. With α= 3 one would get fourth-order interpolation in the interval
(−1, 1) and convexity outside this interval.

Remark 3.1. When α= 3+ε, the polynomial γ2 (ϕ) satisfies the following conditions:

γ2 (1) =
3

2
√

2
σ13, γ2 (−1) =

3

2
√

2
σ23, γ

′
2 (±1) = 0, γ′′2 (±1)>0,

max
−1<ϕ<1

γ2 (ϕ) =
3

2
√

2
max(σ13, σ23)+

3

2
√

2

|σ23−σ13|
108

ε3 +O
(
ε4
)
.

Additionally, in case σ13 =σ23 we obtain γ2 (ϕ) = 3
2
√

2
σ13 = const.

Remark 3.2. One should consider same kind of coefficients when introducing the
additional (possibly non-Newtonian) structure into one of the components in binary
model, so that changes in the structure inside the component do not affect the behavior
of the phase field.

Remark 3.3. Surface tension coefficients have to be interpolated only between two
components. To interpolate a parameter bα (ϕ,ψ) between all three components with
values b1, b2 and b3 in the corresponding component, one may use a more complicated
formula:

bα (ϕ,ψ) =
(
b1
(

1−ϕ
2

)2
(2+ϕ)+b2

(
1+ϕ

2

)2
(2−ϕ)

)(
1+ψ

2

)2

(2−ψ)

+b3

(
1−ψ

2

)2

(2+ψ)+ α
16 |b2−b1|

(
1−ϕ2

)2( 1+ψ
2

)2

(2−ψ)

+ α
16

(
|b3−b1|

(
1−ϕ

2

)2
(2+ϕ)+ |b3−b2|

(
1+ϕ

2

)2
(2−ϕ)

)(
1−ψ2

)2
+ α2

162 ||b3−b1|−|b3−b2||
(
1−ϕ2

)2(
1−ψ2

)2
3.2. Approach comparison. For two-phase systems there is a lot of research

using order parameters both on intervals (0,1) and (−1,1). While those approaches
are equivalent in case of binary mixtures (which can be shown by linear change of
variables), the difference in the dynamics of degenerate and non-degenerate ternary
systems is fundamental – there is no linear relation connecting the models.
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Let us introduce a non-linear change of variables:

c=
1+ϕ

2
· 1+ψ

2
, d=

1−ϕ
2
· 1+ψ

2
. (3.5)

Substituting this into the mixing energy (2.2) we get

8

3
W=

∫
Ω

ε

2

(
σ12

(
1+ψ

2

)2

|∇ϕ|2 +
σ13 (1+ϕ)+σ23 (1−ϕ)− 1

2σ12

(
1−ϕ2

)
2

|∇ψ|2
)

+
ε

2
(σ12ϕ+σ13−σ23)

(
1+ψ

2

)
〈∇ϕ,∇ψ〉+ 32

ε
F (ϕ,ψ)dx. (3.6)

A natural extension of 2-phase potential F within this framework is

F (c, d) =σ12c
2d2 +(1−c−d)

2(
σ13c

2 +σ23d
2
)

=
1

16

[
σ12

(
1+ψ

2

)4(
1−ϕ2

)2
+
σ13 (1+ϕ)

2
+σ23 (1−ϕ)

2

4

(
1−ψ2

)2]
. (3.7)

The improved, algebraically and dynamically consistent version is then

F (c, d) =σ12c
2d2 +(1−c−d)

2(
σ13c

2 +σ23d
2
)

+cd(1−c−d)[Σ1c+Σ2d+Σ3 (1−c−d)]+Λc2d2 (1−c−d)
2

=

=
1

16
σ12

(
1+ψ

2

)2(
1−ϕ2

)2
+
σ13 (1+ϕ)+σ23 (1−ϕ)− 1

2σ12

(
1−ϕ2

)
32

(
1−ψ2

)2
+

1

16

(
1−ϕ2

)(
1−ψ2

)(1+ψ

2

)2

[σ12 +(σ13−σ23)ϕ]

− 1

64
σ12

(
1−ψ2

)(1+ψ

2

)(
3+ψ

2

)(
1−ϕ2

)2
+

1

256
Λ

(
1+ψ

2

)2(
1−ϕ2

)2(
1−ψ2

)2
. (3.8)

Let us compare the resulting energy (3.6), (3.8) to the degenerate energy (2.5).
Apart from a constant multiple, balance between diffusive and nonlinear terms, and γ1 =

σ12

(
1+ψ

2

)2

and γ2 =
σ13(1+ϕ)+σ23(1−ϕ)− 1

2σ12(1−ϕ2)
2 potentially leading to a dynamically

inconsistent system, the differences are as follows:

• Cross-difusion term (σ12ϕ+σ13−σ23)
(

1+ψ
2

)
〈∇ϕ,∇ψ〉,

• Higher order nonlinear energy on the triple junction only

2
ε2

(
1−ϕ2

)(
1−ψ2

)(
1+ψ

2

)2

[σ12 +(σ13−σ23)ϕ]

− 1
2ε2σ12

(
1−ψ2

)(
1+ψ

2

)(
3+ψ

2

)(
1−ϕ2

)2
+ 1

8ε2 Λ
(

1+ψ
2

)2(
1−ϕ2

)2(
1−ψ2

)2
.

Overall, these differences may need to be considered in more general terms to obtain
the most physically relevant models.
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Fig. 3.3: Initial configuration and equilib-
rium configuration of a three-component mix-
ture.

Let us compare the dynamic behavior of
the described systems on the example with
initial and equilibrium states shown on Fig-
ure 3.3. Here we take equal surface tensions
σ12 =σ13 =σ23 = 1.

First we look at the difference between the
dynamics of the model derived from the non-
degenerate mixing energy (2.2) vs the model
derived from the same mixing energy rewritten
in terms of variable ϕ and ψ given by formula
(3.6), (3.8) (matching energy). Note that the latter system is not dynamically consistent,
so under certain set of parameters may produce significant difference. One way to
increase the difference in behavior is by considering larger ratio between surface tensions,
which would boost the effect of dynamic inconsistency. As we can see from the Figure
3.4a,b, the L2 norm of the differences between relative concentrations is of order 10−4

and relative difference in energy stays below 2 ·10−3. This shows that behavior of the
systems is nearly identical in this example.

(a) (b) (c) (d)

Fig. 3.4: Qualitative numerical comparison of the degenerate and non-degenerate models: (a, b)
non-degenerate model vs degenerate model with matching energy; (c, d) non-degenerate model vs dy-
namically consistent degenerate model

Now on the same example we compare the two dynamically consistent models.
Figure 3.4c,d demonstrates that the difference in concentrations remains qualitatively
negligible, while the difference in the energy is more noticeable. This can be explained
by the fact that the mixing energies under consideration approximate the surface tension
differently. However, with ε→0 both converge to the desired value.

4. Conclusion

In this paper we analyze the consistency of the degenerate approach to diffuse
interface modeling of ternary mixtures of immiscible fluids. The analysis results in a
restriction on the way physical parameters are interpolated within the interface, which
results in algebraic and dynamic consistency of the model with no restrictions on physical
parameters. This model can be naturally extended to any number of components, while
preserving the consistency. Moreover, we argue that the restrictions suggested should be
applied to any diffuse interface model of immiscible mixture, where a physical property
or parameter is interpolated within the interface.

We also perform a comparison of the degenerate approach to an earlier proposed
non-degenerate approach. We have shown that the models have equivalence in the
mixing energies used and behave similarly, qualitatively. One of the main differences is
that nondegenerate model has restrictions on physical parameters it can be applied to.
While having no physical restrictions, degenerate model has more complicated nonlinear
coefficients and approximates the immiscibility to the order of ε.
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The future work includes design of stable numerical schemes for the degenerate
model as well as consistently introducing non-Newtonian effects in ternary mixtures.
Other important directions of research are: asymptotic behavior of the proposed systems
as interface thickness goes to zero and limiting dynamics of the triple junction.
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