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ON THE CONVERGENCE OF
FROZEN GAUSSIAN APPROXIMATION FOR

LINEAR NON-STRICTLY HYPERBOLIC SYSTEMS∗

LIHUI CHAI† , JAMES C. HATELEY‡ , EMMANUEL LORIN§ , AND XU YANG¶

Abstract. Frozen Gaussian approximation (FGA) has been applied and numerically verified as an
efficient tool to compute high-frequency wave propagation modeled by non-strictly hyperbolic systems,
such as the elastic wave equations [J.C. Hateley, L. Chai, P. Tong and X. Yang, Geophys. J. Int.,
216:1394–1412, 2019] and the Dirac system [L. Chai, E. Lorin and X. Yang, SIAM J. Numer. Anal.,
57:2383–2412, 2019]. However, the theory of convergence is still incomplete for non-strictly hyperbolic
systems, where the latter can be interpreted as a diabatic (or more) coupling. In this paper, we
establish the convergence theory for FGA for linear non-strictly hyperbolic systems, with an emphasis
on the elastic wave equations and the Dirac system. Unlike the convergence theory of FGA for strictly
linear hyperbolic systems, the key estimate lies in the boundedness of intraband transitions in diabatic
coupling.

Keywords. Frozen Gaussian approximation; Convergence; Non-strictly hyperbolic; Elastic wave
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1. Introduction
The goal of this paper is to provide the convergence theory of frozen Gaussian

approximation (FGA) for linear non-strictly hyperbolic systems. In [13], the authors
study in detail the convergence and the accuracy of FGA’s applied to linear strictly
hyperbolic systems in high frequency regime. However, several fundamental hyperbolic
systems are not strictly hyperbolic, such as the elastic wave equations or the Dirac
system modeling in particular quantum relativistic particles, see [18]. The paper aims
to precisely study the boundedness of intraband transitions in the diabatic coupling,
which is specific to non-strictly hyperbolic systems.

For the sake of clarity, we then shall first consider the two fundamental examples
mentioned above: elastic wave equations and the Dirac system; then we will extend
the arguments for general non-strictly hyperbolic systems by mainly focusing on the
technical consequences due to the multiplicity of some eigenvalues of Jacobian matrices,
and will refer to the appropriate references in the strictly hyperbolic case.

We start by introducing the elastic wave equations in three dimensions which models
elastic wave propagation, as in [6]. We define the elastic wave system:

Elastic wave system (EWS):


(ρ(x)∂2

t −L)u(t,x) = 0,

u(0,x) =uε0(x),

∂tu(0,x) =uε1(x),

(1.1)
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where the operator L is given by

Lu(t,x) = (λ(x)+2µ(x))∇
(
∇·u(t,x)

)
−µ(x)∇×

(
∇×u(t,x)

)
, (1.2)

with the differential operators taken in the spatial variables, λ,µ :R3→R being the first
and second Lamé parameters and ρ :R3→R is a material density. We remark that the
P-, S- wave speeds (e.g., [6]) are given by

c2p(x) =
λ(x)+2µ(x)

ρ(x)
and c2s (x) =

µ(x)

ρ(x)
, (1.3)

respectively. In addition, if one considers the EWS and defines the following quantities

Θ(t,x) =∇·u(t,x), Ψ(t,x) =∇×u(t,x), v(t,x) =∂tu(t,x), (1.4)

with v= (v1,v2,v3)T and Ψ= (Ψ1,Ψ2,Ψ3)T with X= (v1,v2,v3,Θ,Ψ1,Ψ2,Ψ3)T , then the
elastic wave equations can be written as a matrix system,

∂tX=Mx∂xX+My∂yX+Mz∂zX, (1.5)

where, using sparse notation; e.g., Mij =v is denoted (i,j,v), Mx,My,Mz are as follows:

Mx : (1,4,c2p),(2,7,c2s ),(3,6,−c2s ),(4,1,1),(7,2,1),(6,3,−1),

My : (1,7,−c2s ),(2,4,c2p),(3,5,c2s ),(4,2,1),(5,3,1),(7,1,−1), (1.6)

Mz : (1,6,c2s ),(2,5,−c2s ),(3,4,c2p),(4,3,1),(6,1,1),(5,2,−1).

It can be seen that Equation (1.5) is a non-strictly hyperbolic system; indeed, the
eigenvalues of Mx+My+Mz are ±cp,0,±cs, where ±cs have a multiplicity of 2.

Another fundamental non-strictly hyperbolic system that we shall study is the Dirac
system, usually referred in the physics literature as the Dirac equation:

Dirac System (DS):

{
iε∂tψ

ε(t,x) =
(
−icεσ̂ ·∇− σ̂ ·A(x)+mβc2 +V (x)

)
ψε(t,x),

ψε(x,0) =ϕεI(x),

(1.7)
where ψε = (ψε1,ψ

ε
2,ψ

ε
3,ψ

ε
4)T , which takes its values in C4, is a 4-spinor, with the initial

condition ϕI ∈L2(Rd;C4). The Dirac matrices σ̂= (αx,αy,αz), β are defined as follows.
For γ=x,y,z,

αγ =

[
0 σγ
σγ 0

]
, β=

[
I2 0
0 −I2

]
. (1.8)

The σγ ’s are the 2×2 Pauli matrices defined as

σx=

[
0 1
1 0

]
, σy =

[
0 −i
i 0

]
and σz =

[
1 0
0 −1

]
, (1.9)

and I2 is the 2×2 unit matrix. The momemtum operator is denoted p=−i∇. The
speed of light c and fermion mass m are kept explicit. This equation models a relativistic
electron of mass m subject to an interaction potential V and an electromagnetic field
A. We set

B=−σ̂ ·A+mβc2 +V, (1.10)
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and then the Dirac operator can be written as

D=−icεσ̂ ·∇+B, (1.11)

and its corresponding semi-classical symbol which reads

D(q,p) = σ̂ ·(pc−A(q))+mσ̂0c
2 +V (q) = σ̂ ·pc+B(q), (1.12)

is a Hermitian matrix which has two double eigenvalues

h±(q,p) =±
√
|pc−A(q)|2 +c4 +V (q), (1.13)

with the corresponding normalized eigenvectors denoted as Υ±1 and Υ±2. Notice that
the eigenvalues are usually called as energy bands in quantum mechanics, and as the
light speed c is not zero, there is always a positive band gap, that is, h+−h−≥2c2. For
more details of the computation for the eigenvalues please refer to [2].

The main result of this paper is the proof that FGA for both EWS [6] and DS [2] are
first-order convergent, as for strictly hyperbolic systems [14]. The proof will follow the
same machinery from [14], with however more careful estimates for the boundedness of
intraband transitions in diabatic coupling. The main theorem for which we will provide
a detailed proof, reads as follows,

Main Theorem 1.1. Let {uε0} be a family of asymptotically high frequency initial condi-
tions. Let u : [0,T ]×Rd satisfies respective hyperbolic system (EWS) (1.1) or (DS) (1.7).

• (For elastic wave system). Let uε0∈H1
0 (Rd) be uniformly bounded, i.e.

‖uε0‖H1
0
<M , and let uF be the FGA to (1.1), then

sup
t∈[0,T ]

‖u(t, ·)−uF(t,·)‖E≤εCT ,

where the norm ‖·‖E is a scaled semi-norm defined in (3.28).

• (For Dirac system). Let uε0∈L2(Rd) be uniformly bounded, and uF is the FGA
to (1.7), then

sup
t∈[0,T ]

‖u(t,·)−uF(t,·)‖L2 ≤εCT .

In each case, CT is a constant depending on the final time T .

Related works. The FGA, introduced originally in quantum mechanics as the Herman-
Kluk (HK) propagator [7–9], was used to approximate the solution of the Schrödinger
equation in the semi-classical regime. The mathematical analysis was then proposed
in [16,17] to show the accuracy and efficiency of the HK ansatz, in particular, when the
initial data are localized in phase space. HK formalism was later developed for several
types of partial differential equations, such as the wave equations [12], linear hyperbolic
systems of conservation laws [13], elastic wave equations, and seismic tomography [3,
4, 6]. The FGA for the elastic wave equations has been used to train neural networks
for seismic interface and pocket detection [5]. Some applications and analysis on the
Schrödinger equations were also proposed in [10,11,19].

Organization of the paper. In Section 2, we introduce the necessary notations and
preliminaries needed for phase plane analysis. We present the full convergence analysis
for the elastic wave system in Section 3, and for the Dirac system in Section 4. In
Section 5, we provide the key arguments which allow for generalizing the convergence
statements to any linear non-strictly hyperbolic system. In Section 6, we propose some
concluding remarks.
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2. Notations and preliminaries
In this section, we introduce some notations and preliminary results that are needed

for the convergence analysis of both the elastic wave equations and the Dirac system.
We denote x,y∈Rd as spatial variables, (q,p)∈R2d for the position and momentum
variables, respectively, in the phase space.

We use hereafter the notation O(ε∞): Aε=O(ε∞) meaning for any k∈N

lim
ε→0

ε−k|Aε|= 0.

Notation C will be used as a general positive constant, that can vary from line to line.
The explicit value of this finite constant is however irrelevant in the analysis. We will
use subscripts to denote constant dependence, e.g. CT , is a constant that depends
on the parameter T . We will respectively denote by S, C∞ and C∞c , the Schwartz
class, smooth and compacted supported smooth function spaces. For generality, we will
often use Rd as a d-dimensional Euclidean space; however, for the actual equations and
computations we set d= 3, as we deal with these differential operators on R3.

2.1. Wave packet decomposition. For any (q,p)∈R2d, we define φεq,p as

φεq,p(x) = (−2πε)−d/2 exp
(

ip ·(x−q)/ε−|x−q|2/(2ε)
)
. (2.1)

We recall that the Fourier-Bros-Iagolnitzer (FBI) transform on S(Rd) [15], is defined as

(Fεf)(q,p) = (πε)−d/4〈ψεq,p,f〉

= 2−d/2(πε)−3d/4

∫
Rd

exp
(

ip ·(x−q)/ε−|x−q|2/(2ε)
)
f(x) dx.

The inverse transform
(
Fε
)∗

defined on S(R2d) is given by((
Fε
)∗
g
)
(x) = 2−d/2(πε)−3d/4

∫
R2d

exp
(

ip ·(x−q)/ε−|x−q|2/(2ε)
)
g(q,p) dpdq.

(2.2)
The following is a standard result from microlocal analysis, see for instance [1].

Proposition 2.1. For Schwartz class functions, the FBI transform is an isometry
on Rd, i.e., for any f ∈S(Rd),

‖Fεf‖L2d =‖f‖Ld . (2.3)

Furthermore;
(
Fε
)∗Fε= IdL2(Rd). By standard density arguments, this implies that the

domain of Fε and
(
Fε
)∗

can be extended to L2(Rd) and L2(R2d) respectively.

We define the set closed set Kδ⊂R2d as follows. For δ>0,

Kδ =
{

(q,p)∈R2d : |q|≤1/δ, δ≤|p|≤1/δ
}
. (2.4)

Definition 2.1. Let {uε}⊂L2(Rd) be a family of functions which is uniformly
bounded. Given δ>0, {uε} is asymptotically high frequency with cut off δ, if∫

R2d\Kδ
|(Fεuε)(q,p)|2 dpdq=O(ε∞), (2.5)
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as ε→0.

Definition 2.2. For Mn∈L∞(R2d;CN×N ) and a Schwartz function u∈S(Rd;CN ),
for each n= 1,. ..,N we define the Fourier integral operator (FIO) Iεn(t,M)u as

(Iεn(t,M)u)(x) = (2πε)−3d/2

∫
R3d

Gεn(t,x,y,p,q)M(q,p)u(y)dydpdq, (2.6)

with

Gεn(t,x,y,p,q) =eiφn(t,x,y,p,q)/ε, (2.7)

where the phase function is defined as

φn(t,x,y,p,q) =
i

2
|y−q|2−p ·(y−q)+

i

2
|x−Qn(t,q,p)|2

+P n(t,q,p) ·(x−Qn(t,q,p)). (2.8)

Proposition 2.2. If M ∈L∞(R2d;CN×N ), for any t and each n= 1,. ..,N , Iεn(t,M)
can be extended to a bounded linear operator on L2(Rd;CN ) with the bound

‖Iεn(t,M)‖L(L2(Rd;CN ))≤2−d/2‖M‖L∞(R2d;CN×N ). (2.9)

This is Proposition 3.7 in [13], with a more general version proved in [17, Theorem 2].

2.2. Preliminaries. The strategy for proving the convergence consists in esti-
mating the error generated by the FGA to the correct order. There are several technical
details which are required, and listed in this subsection. For the non-strict hyperbolic
case, the FGA and filtered FGA possess asymptotic correction terms which allow for
dealing with the multiplicity of eigenvalues. Operators derived from these asymptotic
correction terms need to be bounded in the appropriate sense so that estimations can
be made to the correct order.

In the following, we consider a non-strictly hyperbolic system, and assume, for any
(q,p)∈R2d, that the system hasN eigenvalues, denoted by the HamiltonianHn(q,p)

N
n=1

with the associated flow
dQn(t,q,p)

dt
=∂Pn

Hn(Qn(t,q,p),P n(t,q,p)),

dP n(t,q,p)

dt
=−∂Qn

Hn(Qn(t,q,p),P n(t,q,p)),
(2.10)

with initial conditions Qn(0,q,p) =q and P n(0,q,p) =p.

Definition 2.3. A map κn : (q,p)→
(
Qn(q,p),P n(q,p)

)
is called a canonical trans-

formation if the associated Jacobian matrix is symplectic, i.e., for any (q,p)

Jn(q,p) =

(
(∂qQn)T (q,p) (∂pQn)T (q,p)
(∂qP n)T (q,p) (∂pP n)T (q,p)

)
,

is such that

JTn

(
0 Id3

−Id3 0

)
Jn=

(
0 Id3

−Id3 0

)
, (2.11)

where Id3 is a 3×3 identity matrix.
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The following Propositions 2.3 and 2.4 are Proposition 3.1 and Proposition 3.4
in [13] respectively, the proofs are omitted. We will also use Assumption A from [13],
and it is recalled below:

Assumption A. For each n= 1,. ..,N , there exists a constant C>0, so that the
Hamiltonian Hn satisfies for any (q,p)∈R2d with |p|>0,

|p ·∂qHn(q,p)|≤C|p|2 and |q ·∂pHn(q,p)|≤C|q|2. (2.12)

Proposition 2.3. Given a canonical transformation κn, for T >0 and δ>0, there is
a constant δT >0, such that

(Qn(t,q,p),P n(t,q,p))∈KδT , (2.13)

for any (q,p)∈Kδ and t∈ [0,T ].

Proposition 2.4. The map κ is a canonical transform for any T,δ>0; furthermore
it has a bounded sup-norm.

For a canonical transform κn define the quantity Zn as

Zn(t,q,p) =∂z(Q(t,q,p)+iP (t,q,p)), (2.14)

with ∂z = (∂q− i∂p). Note that

Zn= (iId3 Id3)

(
∂qQn ∂qP n

∂pQn ∂pP n

)(
−iId3

Id3

)
. (2.15)

The following compact notation will be useful hereafter.

Definition 2.4. For a∈C∞(Ω,C), define for k∈N

Λk,Ω(a) := max
|αp|+|αq|=k

sup
(q,p)∈Ω

|∂αq
q ∂

αp
p a(q,p)|, (2.16)

with αq, and αq being multi-indices corresponding to q and p respectively. By conven-
tion, we denote Λk = Λk,R2d .

We will also need the following technical lemmas; see Lemma 5.1 and Lemma 5.2
in [13] for details of the proof.

Lemma 2.1. Zn is invertible for (q,p)∈R2d with |p|>0. Furthermore, for any k≥0
and δ>0, there exist constants Ck,δ>0 such that

Λk,Kδ
(
(Zn(t,q,p))−1

)
≤Ck,δ. (2.17)

Lemma 2.2. We introduce the notation f ∼g to mean∫
R3d

f(y)Gε(t,x,y,q,p)dydpdq=

∫
R3d

g(y)Gε(t,x,y,q,p)dydpdq. (2.18)

For any vector a(y,q,p) = (aj), matrix M(y,q,p) = (Mjk), and tensor T (y,q,p) = (Tijk)
in Schwartz class, one has the following integration by parts formula in the component-
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wise form, with ∂z = (∂z1 ,∂z2 ,∂z3),

aj(x−Q)j∼ −ε∂zm
(
ajZ

−1
jm

)
,

(x−Q)j(x−Q)kMjk∼ ε∂znQjMjkZ
−1
kn +ε2∂zm

(
∂zn
(
MjkZ

−1
kn

)
Z−1
jm

)
,

(x−Q)i(x−Q)j(x−Q)kTijk∼ −ε2∂zn
(
∂zlQjTijkZ

−1
il Z

−1
kn

)
−ε2∂zm

(
∂zlQkTijkZ

−1
il Z

−1
jm

)
−ε2∂znQj∂zl

(
TijkZ

−1
il

)
Z−1
kn

−ε3∂zm
(
∂zn
(
∂zl
(
TijkZ

−1
il

)
Z−1
kn

)
Z−1
jm

)
.

3. Convergence analysis for the elastic wave equations
In this section, we first introduce the Hamiltonian flow associated to the FGA

formulation of the elastic wave equations (EWS) described in (1.1), and related bound-
edness estimates on the quantities used in the FGA formulation. Then we compute the
asymptotic corrections, and prove that these correction terms are bounded in proper
norms, which eventually implies the convergence results.

3.1. Hamiltonian flow for EWS. According to the results in [6], the Hamil-
tonian associated with Θ, Ψ in the FGA formulation for both P- and S-waves are

Hp±,s±(t,Q,P ) =±cp,s(Qp±,s±(t,q,p))P p±,s±(t,q,p), (3.1)

where the wave speeds cp,s are given in (1.3). The corresponding flows are given by
dQp±,s±

dt
(0,q,p) =±cp,s(Qp±,s±(t,q,p))

P p±,s±(t,q,p)

|P p±,s±(t,q,p)|
,

dP p±,s±

dt
(0,q,p) =∓∂Qcp,s(Qp±,s±(t,q,p))|P p±,s±(t,q,p)|,

(3.2)

with initial conditions

Qp±,s±(0,q,p) =q and P p±,s±(0,q,p) =p. (3.3)

We remark that

|p ·∂qH(t,q,p)|. |p|2, and |q ·∂pH(t,q,p)|. |q|2, (3.4)

so that the global Lipschitz assumption A is satisfied.
For all practical purposes, the set Kδ is bounding the position and the magni-

tude for the direction of propagation of the wave packets. For the elastic wave system
Equation (1.1), for the set Kδ, upper bounds on |q| and |p| are reasonable as any com-
putational domain will be a finite domain. Furthermore p is bounded away from zero; as
if p= 0, the wave packet does not propagate and the Hamiltonian system is degenerate,
i.e., H= 0.

Thus far, notations and relatively standard estimates for the analysis of FGA have
been introduced. In the following, we present new estimates valid for the non-strictly
hyperbolic elastic wave equations.

3.2. Next order corrections of FGA for EWS. According to [6], the first-
order FGA is
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uF,0(t,x) = (2πε)−3d/2

∫
R3d

∑
b=±

[
ap,b,0(t,y,q,p)Gεp,b(t,x,y,q,p)

+(ash,b,0(t,y,q,p)+asv,b,0(t,y,q,p))Gεs,b(t,x,y,q,p)
]

dydpdq. (3.5)

As the computations for the branches and P-,S- wavefields are similar, in the following
we will either omit the subscript, or will simply subscript using the index n={1, ·· · ,6}
instead of (p±,sh±,sh±) or (p±,s±). With this notation, we can define Equation (3.5)
more compactly, as

uF,0(t,x) = (2πε)−3d/2

∫
R3d

6∑
n=1

an,0(t,y,q,p)Gεn(t,x,y,q,p)dydpdq. (3.6)

For k>1, define the k-th ordered FGA with a correction term as

uF,k(t,x) =uF,0(t,x)+(2πε)−3d/2

∫
R3d

k,6∑
j=1,n=1

εj
(
an,j(t,y,q,p)+a⊥n,j(t,y,q,p)

)
×Gεn(t,x,y,q,p)dydpdq, (3.7)

where the terms a⊥n,1 will be defined later. We next define a standard smooth cutoff

function χδ :R2d→ [0,1] for the set Kδ as

χδ(q,p) =

{
1, (q,p)∈Kδ,

0, (q,p)∈R\Kδ/2,
(3.8)

and such that for any k∈N, there exists a constant CK,δ such that

Λk
(
χδ(q,p)

)
<CK,δ. (3.9)

We define the filtered version of the FGA, as follows for k∈N,

ũF,k(t,x) = (2πε)−3d/2

∫
R3d

χδ(q,p)

k,6∑
j=0,n=1

εj
(
an,j(t,y,q,p)+a⊥n,j(t,y,q,p)

)
×Gεn(t,x,y,q,p)dydpdq, (3.10)

with a⊥n,0 = 0. In the following we detail the construction of a⊥n,1. Define the unit

vectors N̂p±,N̂ sv±,N̂ sh± that point in the direction of P , SV , or SH respectively.
Then an,0(t,y,q,p) is defined as follows,

an,0(t,y,q,p) =an,0(t,q,p)αεn(y,q,p)N̂n(t,q,p), (3.11)

where N̂n(0,q,p) = n̂n and αε incorporates the initial conditions,

αεn(y,q,p) =
1

2cn|p|3
(
uε0(y)cn|p|± iεuε1(y)

)
· n̂n. (3.12)

The scalar functions an,0, with n representing for (p±,sh±,sh±) satisfy the following
evolution equations [6],

dap

dt
=ap

(
±
∂Qp

cp ·P p

|P p|
+

1

2
Tr
(
Z−1

p

dZp

dt

))
, (3.13)
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dasv

dt
=asv

(
±
∂Qs

cs ·P s

|P s|
+

1

2
Tr
(
Z−1

s

dZs

dt

))
−ash

dN̂ sh

dt
·N̂ sv, (3.14)

dash

dt
=ash

(
±
∂Qs

cs ·P s

|P s|
+

1

2
Tr
(
Z−1

s

dZs

dt

))
+asv

dN̂ sh

dt
·N̂ sv. (3.15)

Equation (3.12) is derived from u0(x), u1(x) written in terms of FBI and inverse FBI
transform, i.e.,

u0(x) = (2πε)−3d/2

∫
R3d

u0(y)Gε(0,x,y,q,p)dydpdq, (3.16)

and decomposing the integrand in terms of the basis {n̂p,n̂sv,n̂sh}.

Remark 3.1. It is easy to check that uF(0,x) =u0(x) as F∗(F(u0)) =u0.

For the detailed derivation of Equations (3.13)–(3.15), see [6]. These lengthy calcu-
lations are necessary to arrive at the following operators for estimating the intraband
transitions. Omitting the n index, we define the operators L0,L1,L2 acting on A as:

L0(A) :=−ρA(P ·Qt)
2 +(λ+µ)(A ·P )P +µ(P ·P )A, (3.17)

L1(A) :=λA+2iAtP ·Qt− iρA(P t− iQt) ·Qt

− i(λ+µ)∂z : ((Z−1)TAP )− i(λ+µ)∂z : (A ·P (Z−1)T)

+∂z : ((Z−1)T∂QρA(P ·Qt)
2)−2µi∂z : ((Z−1)TPA)

−ρATr
(
(P t− iQt)⊗(P t− iQt)Z

−1∂zQ
)

−(λ+µ)Z−1 : (∂zQA)−µATr(Z−1∂z)

− 1

2
∂2
QQρA(P ·Qt)

2Tr(Z−1∂z), (3.18)

L2(A) :=ρAtt−ρAtP ·Qt−ρ∂z : (ρ(Z−1)TM1)+∂z : ((Z−1)T∂Qρ(P t− iQt) ·Qt)A)

+∂z : (∂z : (ρA(P t− iQt)⊗(P t− iQt)Z
−1)Z−1))

−(λ+µ)∂z : (∂z : (∂z(QA)Z−1)Z−1)

−µ∂z : (∂z : (Z−1)AZ−1)+∂QρM1Tr(Z−1∂z)

− i
1

2
∂2
QQρA(P t− iQt) ·QtTr(Z−1∂z)

−∂z : (∂z : (Z−1∂2
QQρ)A(P ·Qt)

2Z−1)

+∂z :
(
Tr(∂2

QQρ(Z−1)T∂zQ)(P ·Qt)
[
(P t− iQt)

]
A
)
, (3.19)

with the notation : being a contraction and M1 defined as

M1 = 2iAt⊗(P t− iQt)+iA⊗(P tt− iQtt)+2(P ·Qt)A⊗(P t− iQt).

Now (∂2
t −L)uF,1 can be written as, with L given by (1.2),

(∂2
t −L)uF,1 = (2πε)−3/2

∑
n

∫
R3d

(
ε−2Ln,0

(
an,0 +εan,1

)
ε−1Ln,1

(
an,0 +εan,1

)
+Ln,2

(
an,0 +εan,1

))
Gεndydpdq. (3.20)
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where an,1 =an,1 +a⊥n,1. Substituting the dynamics for Ln,0 reveals that Ln,0(an,0) = 0.
Looking at the O(1/ε) term and equating to zero gives

Ln,1(an,0) =−Ln,0(an,1). (3.21)

Now Ln,0 can be written as

Ln,0 =
(
µ|P n|2−ρ(P n ·∂tQn)2

)
Id3 +(λ+µ)P n⊗P n, (3.22)

which is a symmetric matrix with eigenvalues

βn,1 = (λ+2µ)|P n|2−ρ|P ·∂tQn|2, βn,2 =βn,3 =µ|P |2−ρ|P n ·∂tQn|2,

and the corresponding eigenvectors

P n= (pn,1,pn,1,pn,1), dn,1 = (−pn,2,pn,1,0), dn,2 = (−pn,3,0,pn,1).

For the P-wave, n= p, taking inner product of (3.21) with the eigenvector P p brings
〈P p,Lp,0(ap,1)〉=−〈P p,Lp,1(ap,0)〉, which yields

〈L∗p,0(P p),ap,1〉= 〈Lp,0(P ),ap,1〉= ((λ+2µ)|P p|2−ρ|P p ·∂tQp|2)〈P p,ap,1〉= 0.

After plugging in Equation (3.2) one can recover the Equation (3.13) by
〈P p,Lp,1(ap,0)〉= 0.

Considering d1,2 with a similar strategy shows,

〈L∗p,0(d1,2),ap,1〉= 〈Lp,0(d1,2),ap,1〉= (µ|P |2−ρ|P ·∂tQ|2)〈d1,2,ap,1〉.

Plugging in the Hamiltonian flow (3.2) gives

〈d1,2,ap,1〉=
1

ρ(c2s −c2p)|P |2
〈d1,2,Lp,1(ap,0)〉.

Define the pseudo-inverse, for v∈S(R3),

L−1
p,0(v) =

1

ρ(c2s −c2p)|P |2
(
〈d̂1,v〉d̂1 +〈d̂2,v〉d̂2

)
, (3.23)

and define

a⊥p,1 =L−1
p,0

(
(Id−Πp)Lp,1(ap,0)

)
, (3.24)

where Πp is projection onto P p.

For the S-wave, with n= sv,sh, from (3.21) one has

Ls,1(as,0) =−Ls,0(as,1). (3.25)

Let ds,1 =N̂ sh, taking inner product with (3.25) gives 〈Ls,0(N̂ sv),as,1〉= (µ|P s|2−ρ|P s ·
∂tQs|2)〈N̂ sv,as,1〉, which is zero when the dynamics are substituted. From this one

can get 〈N̂ sv,Ls,1asv,0〉=−〈N̂ sv,Ls,1ash,0〉, which gives us Equation (3.14). Note that
Equation (3.15) can be recovered in a similar manner.

Taking inner product with P s of (3.25) leads to

〈P ,as,1〉=−
1

(λ+µ)|P |2
〈P ,Ls,1(asv,0 +ash,0)〉.
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Define the pseudo-inverse, for v∈S(R3),

L−1
s,0 (v) =− 1

(λ+µ)|P s|2
〈P̂ s,v〉P̂ s, (3.26)

and then define

a⊥s,1 =L−1
s,0

(
(Id−Πs)Ls,1(as,0)

)
, (3.27)

with Πs a projection onto the spanned space by ds,1 and ds,2.

Remark 3.2. The existence of multiple eigenvalues makes the FGA different from the
hyperbolic case. For the elastic wave equations, the S-wave mode has two orthogonal
directions SV and SH, and one can see that: (i) Equation (3.25) results in a coupled
equation system (3.14) and (3.15) which presents the transitions between the SV and
SH modes; (ii) the P-perpendicular term, i.e. , a⊥p,1 should then belong to a double
dimension subspace spanned by the two S-wave modes, and the convergence analysis
will partially rely on the boundedness of this term.

In the next section, we will bound these pseudo-inverses and then further reach the
convergence results.

3.3. Error estimates and main result for EWS. Thanks to the above com-
putation in particular the explicit expression of a⊥p , a⊥s , L−1

p,0, and L−1
s,0 , we derive some

error estimates and eventually conclude on the convergence of FGA for the EWS.

Definition 3.1. Define the scaled semi-norm

‖u(t,·)‖E =ε(‖∂tu(t,·)‖L2 +‖∇·u(t,·)‖L2 +‖∇×u(t,·)‖L2). (3.28)

Proposition 3.1. Let as =asvαsvN̂ sv +ashαshN̂ sh and ap =apαpN̂p. The terms
ap, as are bounded in the L2 sense; furthermore,

‖uF,1−uF,0‖E≤εCT,δ.

Proof. First, we remark that

‖an(t,·)‖L2 ≤‖αn‖L2‖an(t,·)‖L∞ and ‖an(t, ·)‖L∞ .‖an(t,·)‖L∞ .

From the definitions we have an immediate bound

‖uF,1(t, ·)−uF,0(t,·)‖E≤ (2πε)−3d/2
∑
n

ε‖
∫
R3d

(a⊥n,1 +an,1)Gndydpdq‖E. (3.29)

Applying the derivatives with Proposition 2.2, we have the estimate

‖uF,1(t,·)−uF,0(t, ·)‖E≤εC
∑
n

‖a⊥n,1(t,·)+an,1(t,·)‖L∞ .

The estimate of (3.29) then follows directly from Proposition 2.2. We need to bound the
prefactor terms, we note that on the compact set Kδ the bound for the prefactor terms
comes from Lemma 5.4 in [13]. We go through several of the bounds here, starting with
the P-wave and dropping the subscripts as the calculations are the same, and setting
P =P p, Q=Qp,

∂tap,0 =ap,0

(
∂Qcp ·P
|P |

+
1

2
Tr
(
Z−1∂tZ

))
, (3.30)
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∂tap,1 =ap,1

(
∂Qcp ·P
|P |

+
1

2
Tr
(
Z−1∂tZ

))
+Fp(ap,0,∂zap,0,Q,P ,cp). (3.31)

With Fp being a continuously differentiable function in its arguments for P ,Q∈KδT .
Equation (3.30) immediately implies:

∂t|ap,0|≤ |ap,0|
∣∣∣∣∂Qcp ·P|P |

+
1

2
Tr
(
Z−1∂tZ

)∣∣∣∣ . (3.32)

An application of Grönwall’s inequality gives

sup
t∈[0,T ]

Λ0,Kδ/2

(
ap,0(t,q,p)

)
≤Cδ,T . (3.33)

To bound Equation (3.31), ∂zap,0 needs to be bounded, but with partial z of (3.30)
using a similar inequality as Equation (3.32) and taking Grönwall’s inequality we have

sup
t∈[0,T ]

Λ1,Kδ/2

(
ap,0(t,q,p)

)
≤Cδ,T . (3.34)

The function Fp(ap,0,∂zap,0,Q,P ,cp) is differentiable with differentiable arguments on
the compact set Kδ/2. Combining (3.33), (3.34) and Grönwall’s inequality to Equa-
tion (3.31) we see that ‖apP ‖L2 is bounded on [0,T ]×Kδ/2.

For the S-wave terms, again using the short notation P =P s, Q=Qs and dropping
the subscript, we can write the system ((3.14), (3.15)) as

d

dt

(
asv±
ash±

)
=

1

2

(
h± m±
−m± h±

)(
asv±
ash±

)
, (3.35)

where m±=∂tN̂ sh ·N̂ sv and h±= 2∂Qs,±cs ·N̂ sh +asTr
(
Z−1
s ∂tZ

s
)
. Denote M as the

matrix in Equation (3.35), and a= (asv,ash)T . Then the system can be recast as da
dt =

M(t)a. Solving for the eigenvalues:

λsh,sv(t) =−∂Qcs ·N̂ sh,sv−
1

2
Tr
(
Z−1

s

dZs

dt

)
∓ i

dN̂ sv,sv

dt
·N̂ sh,sv. (3.36)

To see that the latter are bounded, simply note that smooth {N̂p,N̂sh,N̂sh} form an
orthonormal frame, and hence the last term in (3.36) is bounded for all t≥0.

Note that

Tr
(
Z−1

s

dZs

dt

)
=

1

det(Zs)

ddet(Zs)

dt
, (3.37)

then by (2.1) we have a bound for det(Zs) so Equation (3.37) is bounded for all t≥0.
Notice that

∂qHs ·∂pHs

Hs
=−

∂Qs
cs ·P s

|P s|
, (3.38)

then with (3.4), Equation (3.38) is bounded for all t≥0. Now the eigenvalues in Equa-
tion (3.36) are bounded for all t≥0. So we have

sup
t∈[0,T ]

Λ0,Kδ/2

(
as,0(t,q,p)

)
≤Cδ,T .
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For ∂tas,1, we can write the system

d

dt

(
asv,1

ash,1

)
=

1

2

(
h m
−m h

)(
asv
±
ash
±

)
+Fs(as,0,∂zas,0,Q,P ,cs), (3.39)

with Fs being a continuously differentiable function in its arguments for P ,Q∈KδT .
The bounds follow in a similar fashion from previous work, and we arrive at

sup
t∈[0,T ]

Λ1,Kδ/2

(
as,1(t,q,p)

)
≤Cδ,T ,

which gives the needed result.

Proposition 3.2. For any T >0 and t∈ [0,T ]

‖uF,1(t,·)− ũF,1(t, ·)‖E =O(ε∞).

Proof. We present the main argument, for full details we refer to Lemma 5.6 in [13]
as the statements are similar. First observe that ‖∂xuF,1‖L2 =O(1/ε) (see the proof
in Proposition 3.7), with the scaling in ‖·‖E from (3.28) we have O(‖uF,1(t,·)‖E) =
O(‖uF,1(t,·)‖L2). It follows that

O(‖uF,1(t,·)− ũF,1(t,·)‖E) =O(‖uF,1(t,·)− ũF,1(t,·)‖L2).

Directly bounding (3.12) gives

‖αεn‖L2(R3d\Kδ)≤Cδ(‖u
ε
0‖L2 +ε‖uε1‖L2). (3.40)

Now from the definition of uF,1 in (3.7) and ũF,1 in (3.10), we get

‖uF,1− ũF,1‖L2 ≤2−d/2
∑
n

‖(1−χδ)(an,0 +εan,1)N̂nFεαεn‖L2

≤Cδ,T
(
‖Fεuε0‖L2(R2d\Kδ) +ε‖Fεuε1‖L2(R2d\Kδ)

)
×
∑
n

‖(1−χδ)(an,0 +εan,1)N̂n‖L∞

≤Cδ,T
(
‖Fεuε0‖L2(R2d\Kδ) +ε‖Fεuε1‖L2(R2d\Kδ)

)
=O(ε∞) .

The first equality inequality is obtained by similar arguments for Proposition 2.2 while
the second obtained by similar arguments found in Proposition 3.1.

Proposition 3.3. The operators L0,L1,L2 are bounded. That is, for a given T and
any t∈ [0,T ], a∈C∞([0,T ])×S(R2d) and for k= 0,1, j= 0,1,2,

sup
t∈[0,T ]

Λk,Kδ
(
Lj(a))<CT,Kδ and ‖Lj(a(t,·))‖L∞ <CT,δ.

Proof. Notice Ln,j depend on P n, Qn Z−1
n and its derivatives, which are all

bounded on [0,T ]×Kδ. This gives the result.

Proposition 3.4. For a given T and any t∈ [0,T ], for k= 0,1 and a∈C∞([0,T ])×
S(R2d), we have

Λk,Kδ
(
a⊥n,1(a(t,·))

)
<CT,Kδ and ‖a⊥n,1(a(t, ·))‖L∞ <CT,δ. (3.41)
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Proof. For both a⊥p and a⊥s , the pseudo-operators L−1
p,0, and L−1

s,0 are bounded

on Kδ as |P |>0 and |L−1
n,0|L∞ ≤Cδ−1. Then by Proposition 3.3, we have the following

result.

Proposition 3.5. Consider the elastic wave equations with a forcing term, x∈Rd,
ρ(x)∂2

tu−(λ+2µ)∇(∇·u)+µ∇×∇×u=F(t,x),

u(0,x) =uε0,

u(t,x) =uε1.

(3.42)

Let T >0, and let u0(t,x)∈C∞([0,T ])×H1
0 (Rd). For each t∈ [0,T ], we have the fol-

lowing estimate:

‖ρ∂tu‖L2 +‖(λ+2µ)∇·u‖L2 +‖µ∇×u‖L2 ≤CT
(

1

ε
‖u(0,·)‖E +

∫ t

0

‖F(s,·)‖L2 ds

)
.

In particular,

sup
t∈[0,T ]

‖u(t,·)‖E≤CT

(
‖uε0‖E +ε

∫ T

0

‖F(s,·)‖L2 ds

)
. (3.43)

Proof. This is a standard estimate. Dotting Equation (3.43) with ∂tu and inte-
grating over space, we have

∂t
2

∫
Rd
ρ(x)|∂tu|2 +(λ+2µ)|∇·u|2 +µ|∇×u|2 dx≤

∫
Rd
|∂tu ·F|dx.

The right-hand side can then be estimated by∫
Rd
|∂tu ·F|dx≤

1

2

∫
Rd
|∂tu|2 + |F|2 dx.

Adding the missing terms to apply Grönwall’s inequality gives the bound

et(‖ρ(x)u1‖2L2 +‖(λ+µ)∇·u0‖2L2 +‖µ∇×u‖2L2)+

∫ t

0

et−s
∫
Rd
|F(s,x)|2 dxds.

Taking the maximum over ρ,λ,µ and over T, we arrive at the estimate.

Proposition 3.6. We have

‖(∂2
t −L)ũF,1‖E≤εCT,δ.

Proof. Plugging ũF,1 into (1.1) gives,

(∂2
t −L)ũF,1(t,x)

= (2πε)−3d/2

∫
R3d

χδ(q,p)
∑
n,m

εm−2Ln,m
(
an,0 +ε(an,1 +εa⊥n,1)

)
Gεndydpdq.

Expanding and simplifying the above equation yields

(∂2
t −L)ũF,1(t,x) =(2πε)−3/2

∑
n

∫
R3d

χδ(q,p)Gεn

[
ε−2Ln,0(an,0)

+ε−1Ln,0(an,1)+ε−1Ln,1(an,0)+Ln,1(an,1)+Ln,2(an,0 +εan,1)

−(ε−1Ln,0 +Ln,1 +εLn,2)L−1
n,0((Id−Πn)(Ln,1(an,0N̂n)))

]
dydpdq.
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Direct cancellation gives

(∂2
t −L)ũF,1(t,x) = (2πε)−3/2

∑
n

∫
R3d

Gεn

[
R0(t,p,q)+εR1(t,p,q)

]
dydpdq,

where

R0(t,p,q) =Ln,1(an,1)+Ln,2(an,0)−Ln,1a⊥n,1, R1(t,p,q) =Ln,2(an,1)−Ln,2a⊥n,1.

Then by Propositions 2.2 and 3.4,

‖(∂2
t −L)ũF,1(t,·)‖L2 ≤CT,δ(‖R0(t, ·)‖L∞+ε‖R1(t,·)‖L∞).

By Propositions 3.3 and 3.4, R0 and R1 are hence bounded.

Proposition 3.7. Let u solve the Cauchy problem (1.1). If uF,0 is the first-order
FGA (3.5), then we have the following estimate on the initial conditions:

‖u(0,x)−uF(0,x)‖E≤εCT .

Proof. First computing the following

∂tan(0,y,q,p) =α(y,q,p)

(
∂c(q) ·p
|p|

−d
)
n̂n.

For estimating u(0,x)−uF,0(0,x) in the energy norm, we can write ∂tu(0,x) =uε1(x).
This gives∫

R3d

uε0(y)
i

ε
Φn(0,x,y,q,p)Gεn(0,x,y,q,p)dydpdq

=

∫
R3d

uε1(y)Gεn(0,x,y,q,p)dydpdq. (3.44)

Then

|uε1(x)−∂tuF,0(0,x)|= (2πε)−d/2
∣∣∣∑
n

∫
R3d

[1

2
(uε1(y) · n̂)n̂

−∂tan(0,y,q,p)−an
i

ε
Φn(0,x,y,q,p)

]
Gεn(0,x,y,q,p)dydpdq

∣∣∣.
For one of the right terms, it becomes, after plugging in (3.44),∫

R3d

[
uε0(y)

i

2ε
Φn(0,x,y,q,p)−α(y,q,p)

(
∂c(q) ·p
|p|

−d
)
n̂n

−2d/2α(y,q,p)n̂n
i

ε
Φn(0,x,y,q,p)

]
Gεn(0,x,y,q,p)dydpdq.

Using (3.12) and summing over the wavefields and branches gives

uε1(x)−∂tuF,0(0,x) =−
∑
n

∫
R3d

1

2cn|p|3
(
uε0(y)cn|p|± iεuε1(y)

)
· n̂n

×
(
∂c(q) ·p
|p|

−d
)
n̂nG

ε
n(0,x,y,q,p)dydpdq.
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By Proposition 2.2, we then have the estimate

‖uε1−∂tuF,0(0, ·)‖L2 ≤CT .

For the divergence term,

∇·uF(0,x) =(2πε)−d/2
∑
n

∫
R3d

∇·
(
an(0,y,q,p)Gεn(0,x,y,q,p)

)
dydpdq

=(2πε)−d/2
∑
n

∫
R3d

i

ε
an ·(P n+(x−Qn))Gεn(0,x,y,q,p)dydpdq.

Applying the operators and integration by parts gives, for one term,∫
R3d

(
i

ε
an ·pn−∂z(Z−1a)

)
Gεn(0,x,y,q,p)dydpdq.

Writing the difference ∇·uε0−∇·uF,0(t,x) in terms of the FIO; see Equation (2.6), leads
to

(2πε)−d/2
∫
R3d

(
i

ε

(
uε0(y)−a(0,y,q,p)

)
·P n+∂z(Z−1(uε0(y)−a(0,y,q,p)))

)
×Gεn(0,x,y,q,p)dydpdq.

With a(0,y,q,p) =αn(y,q,p)n̂ and summing over n we have

∇·uε0(x)−∇·uF,0(0,x)

= (2πε)−d/2
∑
n

∫
R3d

∂z(Z−1(uε0(y)−αn(y,q,p)n̂)Gεn(0,x,y,q,p)dydpdq.

Again, by Proposition 2.2 we arrive at the estimate

‖∇·uε0−∇·uF,0(t,·)‖L2 ≤CT .

The curl term has a similar estimate as the divergence term. These three estimates
show the result.

Theorem 3.1. Let {uε0} be a family of asymptotically high frequency initial conditions,
and let u be solution to the Cauchy problem (1.1). If uF,0 is the first-order FGA (3.5),
then for a given T and any t∈ [0,T ], δ>0 and sufficiently small ε, we have

sup
t∈[0,T ]

‖u(t,·)−uF,0(t,·)‖E≤εCT,δ.

Proof. By the triangle inequality,

‖u−uF,0‖E≤‖u− ũF,1‖E +‖ũF,1−uF,1‖E +‖uF,1−uF,0‖E. (3.45)

For the first term, we define the quantity e=u− ũF,1 and by Propositions 3.5 and 3.6

‖e‖E≤CT,δ
(
‖e(0,·)‖E +ε

∫ t

0

‖R0‖L2 ds
)

+O(ε2).

Proposition 3.7 then shows that ‖e(0, ·)‖E≤εCT,δ, and Propositions 3.3 and 3.4 show
that ‖R0‖L2 ≤CT,δ. Thus, in Equation (3.45), the first term is estimated at the correct
order, the second term is a O(ε∞) thanks to Proposition 3.2, and the last term is
estimated to the desired order by Proposition 3.1.

Remark 3.3. The requirement of high frequency initial conditions is necessary for
the convergence estimate in Theorem 3.1. Otherwise, one may lose accuracy as seen in
a similar example in [13, Example 4.4] for P -wave.
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4. Convergence analysis for the Dirac system
Since the derivation of the boundedness estimates related to the Hamiltonian flow

associated to the FGA formulation of EWS is essentially the same as the FGA formu-
lation of the Dirac system (DS), we shall omit this derivation in this section, and only
present the asymptotic corrections and the convergence results for the Dirac system.

4.1. Next order corrections of FGA for the Dirac system. According
to [2], the FGA is of the form

uF,0(t,x) = (2πε)−3d/2

∫
R3d

∑
±

a±,0(t,y,q,p)Gε±(t,x,y,q,p)dydpdq, (4.1)

where a±,0 =a±1,j+a±2,j , ± indicates the positive/negative eigenvalue. For k>1, de-
fine the k-th order FGA with a correction term as

uF,k(t,x) = (2πε)−3d/2

∫
R3d

k∑
j=0

∑
±
εja±,j(t,y,q,p)Gε±(t,x,y,q,p)dydpdq, (4.2)

where a±,j =a±1,j+a±2,j , a±m,0 =a±m,0, and the terms a±m,j =a±m,j+a⊥±m,j will be
defined later for j≥1. Let Υ±1 and Υ±2 be the normalized eigenvectors corresponding
to the eigenvalue h± of the Dirac symbol defined in (1.12). Then a±m,j(t,y,q,p) is
defined as follows,

a±m,j(t,y,q,p) =a±m,j(t,q,p)αε±m(y,q,p)Υ±m(t,q,p), (4.3)

where αε incorporates the initial conditions,

αε±m(y,q,p) =ϕεI(y) ·Υ±m(0,q,p). (4.4)

The computations for the ± branches will be similar, so we use subscript m instead
of ±m when there is no misunderstanding. The scalar functions am,0, with m= 1,2,
satisfy the following evolution equations [2]

d

dt

(
a1,0

a2,0

)
+Ξ

(
a1,0

a2,0

)
=0, (4.5)

where Ξ is 2 by 2 matrix with elements

Ξmn= δmnΥ
†
m

dΥ n
dt
−δmn

i

2
∂zkQl∂Ql∂QjV Z

−1
jk +∂zkΥ

†
mFnj Z

−1
jk ,

and

Fnj =
(
∂Pjh(Q,P )−cσ̂j− i∂Qjh(Q,P )+i∂QjB

)
Υ n.

We define the operators L±,0,L±,1,L±,2 acting on a as

L±,0a= i
(
cσ̂ ·P±+B(Q±)+∂tS±−P± ·∂tQ±

)
a, (4.6)

L±,1a=∂ta−∂zk
[(
∂t(Q±,j+iP±,j)−cσ̂j+i∂QjB

)
Z−1
jk a

]
+

i

2
∂zkQ±,l∂Ql∂QjBZ

−1
±,jka,

(4.7)

L±,2a=
1

3i
∂zn
(
∂zlQj∂Qi∂Qj∂QkBZ

−1
il Z

−1
kn a

)
+

1

6i
∂znQj∂zl

(
∂Qi∂Qj∂QkBZ

−1
il a

)
Z−1
kn
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+
ε

6i
∂zm

(
∂zn
(
∂zl
(
∂Qi∂Qj∂QkBZ

−1
il a

)
Z−1
kn

)
Z−1
jm

)
. (4.8)

Looking at the O(ε0) terms, and equating to zero gives

L±,0a±,0 =0, (4.9)

thus

∂tS±−P± ·∂tQ±=−h±,

then, together with the Hamiltonian flow, one recovers the evolution equation for the
action:

d

dt
S=P ·∂P h(Q,P )−h(Q,P ). (4.10)

Looking at the O(ε1) terms and equating to zero gives

L±,1a±,0 +L±,0a±,1 =0. (4.11)

Let us take the + branch for example and inner product of the above equation with
Υ±m,

Υ †±mL±,1a±,0 =−Υ †±mL±,0a±,1 = (L±,0Υ±m)
†
a±,1 = 0, (4.12)

from which one recovers Equation (4.5). Next, define

L−1
±,0 =

i

h±−h∓

(
Υ∓1Υ

†
∓1 +Υ∓2Υ

†
∓2

)
, (4.13)

which is a pseudo-inverse of L±,0. We then define

a⊥±,1 =−L−1
±,0L±,1a±,0 . (4.14)

Looking at the O(ε2) terms and equating to zero give

L±,1
(
a±,1 +a⊥±,1

)
+L±,2a±,0 +L±,0a±,2 =0, (4.15)

which implies

d

dt

(
a1,1

a2,1

)
+Ξ

(
a1,0

a2,0

)
+

(
Υ †±1

Υ †±2

)(
L±,1a⊥±,1 +L±,2a±,0

)
=0. (4.16)

Remark 4.1. Each energy band has two eigenvectors, so we that obtain a coupled
system (4.5) which presents the intralband diabatic transitions. The transitions only
take place in the same energy band and there is no interband transition between the
positive and negative energy bands since a+ and a− are fully decoupled.

4.2. Error estimate and main result for the Dirac system.
Lemma 4.1. The pseudo-inverse operator defined in (4.13) is bounded, that is, for
each k∈N, there exists a constant Ck

Λk
(
L−1
±m,0(q,p)

)
≤Ck. (4.17)
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Proof. Recall

L−1
±,0(q,p) =

i

h±(q,p)−h∓(q,p)

(
Υ∓1(q,p)Υ †∓1(q,p)+Υ∓2(q,p)Υ †∓2(q,p)

)
.

Since h+−h−≥2c2, and h± and Υ±1,±2 are smooth functions of (q,p), the estimate
follows easily.

Lemma 4.2. For any T >0, k∈N, j= 0,1, there exists a constant Ck,j,T

sup
0≤t≤T

Λk (a±,j)≤Ck,j,T , (4.18)

sup
0≤t≤T

Λk (∂ta±,j)≤Ck,j,T . (4.19)

Proof. Noticing that Ξ, Υ ’s, and L’s are smooth and bounded, the estimates
follow from Equations (4.5), (4.16), and Grönwall’s lemma.

Proposition 4.1. Let uF,0 and uF,1 be the zeroth- and first-order FGA solution in
Equations (4.1) and (4.2), then for any T >0, there exists a constant CT , such that

sup
0≤t≤T

‖uF,1−uF,0‖L2 ≤εCT . (4.20)

Proof. From the definitions we have

‖uF,1−uF,0‖L2 ≤ (2πε)−3d/2
∑
±
ε

∥∥∥∥∫
R3d

a±,1(t,y,q,p)Gε±(t,x,y,q,p)dydpdq

∥∥∥∥
L2

,

(4.21)

then by Proposition 2.2,

‖uF,1−uF,0‖L2 ≤εC
∑
±
‖a±,1(t,y,q,p)‖L∞ . (4.22)

Therefore by Lemma 4.2, we arrive at the estimate (4.20).

Lemma 4.3. For any T >0, there exists a constant CT , such that for any ε>0,

‖(iε∂t−D)uF,1‖L2 ≤ε2CT . (4.23)

Proof. Plugging uF,1 into DS gives

(iε∂t−D)uF,1

=(2πε)−3d/2

∫
R3d

∑
±

(L±,0a±,0 +εL±,0a±,1 +εL±,1a±,0

+ε2L±,1a±,1 +ε2L±,2a±,0 +ε3L±,2a±,1
)
Gε±dydpdq. (4.24)

Note that L±,0a±,0 =0 since the action Equation (4.10) and a±,0 is in the eigenspace
of the Dirac symbol.

To show L±,0a±,1 +L±,1a±,0 =0, taking the + for example, it is suffices to show
that, for each m=±1,±2, we have

Υ †m (L+,0a+,1 +L+,1a+,0) = 0. (4.25)
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When m is negative, since a+,1 =a+,1 +a⊥+,1 and a+,1∈kerL+,0, Equation (4.25) is
equivalent to

Υ †m
(
L+,0a

⊥
+,1 +L+,1a+,0

)
= 0, (4.26)

which is valid by the construction of a⊥+,1. When m is positive, Equation (4.25) is valid
by the evolutionary equation of am,0.

Therefore,

‖(iε∂t−D)uF,1‖L2 ≤ε2CT,δ
(
‖L±,1a±,1 +L±,2a±,0‖L∞+ε‖L±,2a±,1‖L∞

)
. (4.27)

By Lemma 4.2, ‖L±,1a±,1 +L±,2a±,0‖L∞ and ‖L±,2a±,1‖L∞ are bounded.

Proposition 4.2. Let u be the solution of the DS (1.7) and uF,1 be the corresponding
FGA solution, then for any T >0, there exists a constant CT , so that for any ε>0

sup
0≤t≤T

‖u−uF,1‖L2 ≤εCT . (4.28)

Proof. Let e=u− ũF,1, and then by Lemma 4.3,

‖e(t,·)‖L2 ≤‖e(0,·)‖L2 +ε−1

∫ t

0

‖(iε∂t−D)uF,1(s,·)‖L2 ds≤εCT . (4.29)

Noticing that ‖u−uF,0‖L2 ≤‖u−uF,1‖L2 +‖uF,1−uF,0‖L2 , from Propositions 4.1
and 4.2, we can then state our main theorem on the accuracy of the FGA for the Dirac
system,

Theorem 4.1. Let u be the solution of the DS (1.7) and uF,0 be the corresponding
FGA solution, then for any T >0, there exists a constant CT , so that for any ε>0

sup
0≤t≤T

‖u−uF,0‖L2 ≤εCT . (4.30)

Proof. The result follows from Propositions 4.1 and 4.2, and

‖u−uF,0‖L2 ≤‖u−uF,1‖L2 +‖uF,1−uF,0‖L2 . (4.31)

Remark 4.2. We only need the initial conditions in Theorem 4.1 to be in L2 for
convergence, which is consistent with the previous accuracy estimate of Herman-Kluk
propagator for the one-body Schrödinger equation [17]. The difference from Theorem 3.1
can be understood intuitively by the fact that the elastic wave system itself does not
contain any high-frequency information, i.e., the equations in (1.1) do not contain ε,
therefore one can only introduce the high-frequency component via the initial condi-
tions.

5. Generalization to linear non-strictly hyperbolic systems

In the previous sections, we have precisely analyzed the order of convergence of
the FGA for two fundamental examples of linear non-strictly hyperbolic systems. The
analysis for strictly hyperbolic systems was proposed in [13]; rather than a complete
analysis of convergence of the FGA for linear non-strictly hyperbolic systems which
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would require reiteration of results from [13], we discuss hereafter the extension to non-
strictly hyperbolic systems using the same arguments as the ones used in Sections 3 and
4. Consider a linear hyperbolic system

∂tu+

d∑
i=1

Ai(x)∂xiu=0,

for u :Rd→RN , with Ai smooth, and
∑d
i=1piAi(q) having eigenvalues not all distinct

{Hn}Nn=1. The general strategy for proving the convergence consists in estimating

sup
t∈[0,T ]

‖u(t,·)−uF,0(t,·)‖E≤εCT,δ, (5.1)

where u is the exact solution and uF,0 the FGA at order 0. In order to estimate (5.1),
one must estimate the following 3 terms;

‖u− ũF,1‖L2 , ‖ũF,1−uF,1‖L2 , ‖uF,1−uF,0‖L2 , (5.2)

where ũF,1 is a filtered version of FGA, and uF,1 is the first-order FGA. This is in partic-
ular the strategy which is used in [13, Theorem 4.1] (the corresponding notation in the

latter reference, are Ptuε0, Pεt,K,δu, P̃εt,K,δuε0). However, in the non-strictly hyperbolic

case, the FGA and filtered FGA possess asymptotic correction terms a⊥n which allow for
dealing with the multiplicity of eigenvalues. This correction term, a⊥n , can be explicitly
evaluated thanks to bounded pseudo-inverse operators L−1

n , using similar compactness
arguments on the eigenvalues and eigenvectors as in Proposition 3.4 for elastic wave
system and Lemma 4.1 for the Dirac system. Then proving ‖u−uF,0‖L2 ≤εCT,δ is
identical in the strict and non-strict hyperbolic cases as in [13, Theorem 4.1]. The esti-
mates on the other terms in (5.2), are a consequence of the boundeness of the correction
terms and arguments from [13], which were reiterated in Sections 3 and 4 for the elastic
wave equations and the Dirac system respectively.

6. Conclusion and discussion
In this paper, we established the convergence theory of FGA for elastic wave sys-

tem (EWS) and Dirac system (DS), which has been numerically verified as an efficient
tool to compute high-frequency wave propagation. Unlike the convergence theory of
FGA for strictly linear hyperbolic systems [13], we needed to analyze the boundedness
of intraband transitions in diabatic coupling, which only appears when the system is
non-strictly hyperbolic. The techniques we have developed for proving the convergence
of FGA for both EWS and DS can be straightforwardly used to prove the convergence
of FGA for other non-strictly hyperbolic systems. Extensions to high order approxi-
mation is possible by including correction terms in the amplitude function of the FGA
formulation, following essentially the same strategy introduced in [13]. However, the
calculations will be much more complex due to the non-strict hyperbolicity, and the re-
sulting governing equations for the correction terms are not straightforward to develop
parallel algorithms. Therefore, we shall leave it as our future work.

Acknowledgments. L.C. was partially supported by the NSFC grant 11901601.
J.C.H. and X.Y. were partially supported by the NSF grant DMS-1818592. E.L. was
partially supported through the NSERC Discovery Grant program.



606 FGA CONVERGENCE OF FGA FOR NON-STRICTLY HYPERBOLIC SYSTEMS

REFERENCES

[1] A. Bach, An Introduction to Semiclassical and Microlocal Analysis, Universitext, Springer New
York, 2011. 2.1

[2] L. Chai, E. Lorin, and X. Yang, Frozen Gaussian approximation for the Dirac equation in semi-
classical regime, SIAM J. Numer. Anal., 57:2383–2412, 2019. 1, 4.1, 4.1

[3] L. Chai, P. Tong, and X. Yang, Frozen Gaussian approximation for 3-D seismic wave propagation,
Geophys. J. Int., 208(1):59–74, 2017. 1

[4] L. Chai, P. Tong, and X. Yang, Frozen Gaussian approximation for 3-D seismic tomography,
Inverse Probl., 34:055004, 2018. 1

[5] J.C. Hateley, J. Roberts, K. Mylonakis, and X. Yang, Deep learning seismic substructure detection
using the frozen Gaussian approximation, J. Comput. Phys., 409:109313, 2020. 1

[6] J.C. Hateley, X. Yang, L. Chai, and P. Tong, Frozen Gaussian approximation for 3-D elastic
wave equation and seismic tomography, Geophys. J. Int., 216(2):1394–1412, 2018. 1, 1, 1, 1,
3.1, 3.2, 3.2, 3.2

[7] M.F. Herman and E. Kluk, A semiclassical justification for the use of non-spreading wavepackets
in dynamics calculations, Chem. Phys., 91:27–34, 1984. 1

[8] K. Kay, Integral expressions for the semi-classical time-dependent propagator, J. Chem. Phys.,
100:4377–4392, 1994. 1

[9] K. Kay, The Herman-Kluk approximation: Derivation and semiclassical corrections, Chem.
Phys., 322:3–12, 2006. 1

[10] E. Lorin and X. Yang, Frozen Gaussian approximation-based two-level methods for multi-
frequency Schrödinger equation, Comput. Phys. Commun., 207:145–159, 2016. 1

[11] E. Lorin, X. Yang, and X. Antoine, Frozen Gaussian approximation based domain decomposition
methods for the linear Schrödinger equation beyond the semi-classical regime, J. Comput.
Phys., 315:221–237, 2016. 1

[12] J. Lu and X. Yang, Frozen Gaussian approximation for high frequency wave propagation, Com-
mun. Math. Sci., 9:663–683, 2011. 1

[13] J. Lu and X. Yang, Convergence of frozen Gaussian approximation for high frequency wave
propagation, Comm. Pure Appl. Math., 65:759–789, 2012. 1, 1, 2.2, 2.2, 2.2, 3.3, 3.3, 3.3, 5,
5, 6

[14] J. Lu and X. Yang, Frozen Gaussian approximation for general linear strictly hyperbolic systems:
Formulation and Eulerian methods, Multiscale Model. Simul., 10:451–472, 2012. 1

[15] A. Martinez, An Introduction to Semiclassical and Microlocal Analysis, Springer-Verlag, New
York, 2002. 2.1

[16] D. Robert, On the Herman-Kluk semiclassical approximation, Rev. Math. Phys., 22:1123–1145,
2010. 1

[17] T. Swart and V. Rousse, A mathematical justification of the Herman-Kluk propagator, Commun.
Math. Phys., 286:725–750, 2009. 1, 2.2, 4.2

[18] B. Thaller, The Dirac Equation, Texts and Monographs in Physics, Springer-Verlag, Berlin, 1992.
1

[19] X. Yang and J. Zhang, Computation of the Schrödinger equation in the semiclassical regime on
unbounded domain, SIAM J. Numer. Anal., 52:808–831, 2014. 1

https://link.springer.com/chapter/10.1007%2F978-3-662-12496-3_2
https://doi.org/10.1137/18M1222831
https://doi.org/10.1093/gji/ggw368
https://iopscience.iop.org/article/10.1088/1361-6420/aab2be
https://www.sciencedirect.com/science/article/pii/S0021999120300875
https://doi.org/10.1093/gji/ggy498
https://doi.org/10.1016/0301-0104(84)80039-7
https://doi.org/10.1063/1.466320
https://doi.org/10.1016/j.chemphys.2005.06.019
https://www.sciencedirect.com/science/article/abs/pii/S0010465516301473
https://doi.org/10.1016/j.jcp.2016.02.035
https://dx.doi.org/10.4310/CMS.2011.v9.n3.a2
https://doi.org/10.1002/cpa.21384
https://doi.org/10.1137/10081068X
https://link.springer.com/book/10.1007%2F978-1-4757-4495-8
https://doi.org/10.1142/S0129055X1000417X
https://doi.org/10.1142/S0129055X1000417X
https://link.springer.com/article/10.1007/s00220-008-0681-4
https://link.springer.com/book/10.1007%2F978-3-662-02753-0
https://doi.org/10.1137/13090715X

