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SOME MODELS FOR THE INTERACTION OF LONG AND SHORT
WAVES IN DISPERSIVE MEDIA. PART II: WELL-POSEDNESS∗

CHUANGYE LIU† AND NGHIEM V. NGUYEN‡

Abstract. The (in)validity of a system coupling the cubic, nonlinear Schrödinger equation (NLS)
and the Korteweg-de Vries equation (KdV) commonly known as the NLS-KdV system for studying
the interaction of long and short waves in dispersive media was discussed in part I of this work [N.V.
Nguyen and C. Liu, Water Waves, 2:327–359, 2020]. It was shown that the NLS-KdV system can never
be obtained from the full Euler equations formulated in the study of water waves, nor even the linear
Schrödinger-Korteweg de Vries system where the two equations in the system appear at the same scale
in the asymptotic expansion for the temporal and spatial variables. A few alternative models were then
proposed for describing the interaction of long and short waves.

In this second installment, the Cauchy problems associated with the alternative models introduced
in part I are analyzed. It is shown that all of these models are locally well-posed in some Sobolev
spaces. Moreover, they are also globally well-posed in those spaces for a range of suitable parameters.

Keywords. Euler equations; linear Schrödinger equation; NLS-equation; KdV-equation; BBM-
equation; NLS-KdV system; abcd-system.
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1. Introduction
This manuscript is a continuation of our previous work [15] in which we discussed

the (in)validity of the system coupling the nonlinear Schrödinger equation and the
Korteweg-de Vries equationiut+uxx+a|u|

2u=−buv,

vt+cvvx+vxxx=− b
2
(|u|2)x,

(1.1)

where x,t∈R, v(x,t) is a real-valued function, u(x,t) is complex-valued and a,b,c are
real constants. Many articles have mentioned that system (1.1) arises generically as a
model for interactions between long gravity waves and capillary waves on the surface of
shallow water, or a model for the interaction of Langmuir waves and ion-acoustic waves
in plasma physics [1, 11, 16]. Even though countless mathematical papers have studied
system (1.1), they each appear to have quoted one another regarding the system’s
derivation and applications. The only derivation we could find is the paper by Kawahara
et.al. [14], where the following system

i

(
∂u

∂t2
+k

∂u

∂x2

)
+p

∂2u

∂x21
= quv,

∂v

∂t3
+
∂v

∂x3
+

3

2
v
∂v

∂x1
+r

∂3v

∂x31
=−s∂|u|

2

∂x1
,

(1.2)

was originally introduced with k,p,q,r and s being real constants, xn= ϵ
nx, tn= ϵ

nt.
Here ϵ is the small parameter in terms of which the asymptotic expansions were per-
formed. Notice that with regard to the left-hand side, the first equation in (1.2) is linear

∗Received: April 30, 2021; Accepted (in revised form): July 08, 2022. Communicated by François
Bouchut.

†School of Mathematics and Statistics and Hubei Key Laboratory of Mathematical Sciences, Central
China Normal University, P.O. Box 71010, Wuhan, 430079, P.R. China (chuangyeliu1130@126.com).

‡Department of Mathematics and Statistics, Utah State University, Logan, UT 84322, USA (nghiem.
nguyen@usu.edu).

641

mailto:chuangyeliu1130@126.com
mailto:nghiem.nguyen@usu.edu
mailto:nghiem.nguyen@usu.edu


642 LONG AND SHORT WAVES IN DISPERSIVE MEDIA. PART II: WELL-POSEDNESS

whilst that in (1.1) is nonlinear. Further, the time scales appearing in (1.2) are incon-
sistent, with the dynamics of the second equation of (1.2) appearing on a different time
scale than that of the first equation. The same is true for the derivation in the context
of plasma physics, see [1,11,16], where references lead back to [17] and the system (1.1)
is not found in any form.

The analysis in part I, (see also [9]), established unequivocally the fact that, con-
trary to what has been assumed theretofore, one cannot derive the NLS-KdV system
(1.1) from the Euler equations used in the study of water waves, nor even the coupled
linear Schrödinger-KdV system (1.2) consistently where the two equations in the sys-
tem appear at the same temporal and spatial scales. It is important to point out that
a system coupling a linear Schrödinger equation with a KdV equation similar to (1.2)
was indeed derived recently for the resonant interaction between short surface waves
and long internal waves in a two-layer ocean by Craig, Guyenne, and Sulem [6,7]. How-
ever, the underlined physical problem there is completely different from this one. In
their work, Craig et. al. considered a fluid system in which two immiscible layers are
separated by a sharp free interface. They then studied the regime where long waves
propagate in the interfacial mode, which are coupled to a modulational regime for the
free-surface mode.

After evaluating the (in)validity of systems (1.1) and (1.2) as physical models, the
following four systems were put forward for the study of interaction of long and short
waves in dispersive media instead

∂u

∂t
+µ

∂u

∂x
+a0

∂3u

∂x3
+ ib

∂2u

∂x2
=−∂(uv)

∂x
− iλuv,

∂v

∂t
+
∂v

∂x
+v

∂v

∂x
+c

∂3v

∂x3
=−1

2

∂|u|2

∂x
;

(1.3)


∂u

∂t
+µ

∂u

∂x
−a1

∂3u

∂x2∂t
+ ib

∂2u

∂x2
=−∂(uv)

∂x
− iλuv,

∂v

∂t
+
∂v

∂x
+v

∂v

∂x
−c ∂3v

∂x2∂t
=−1

2

∂|u|2

∂x
;

(1.4)


∂u

∂t
+µ

∂u

∂x
+a0

∂3u

∂x3
+ ib

∂2u

∂x2
=−∂(uv)

∂x
− iλuv,

∂v

∂t
+
∂v

∂x
+v

∂v

∂x
−c ∂3v

∂x2∂t
=−1

2

∂|u|2

∂x
;

(1.5)

and 
∂u

∂t
+µ

∂u

∂x
−a1

∂3u

∂x2∂t
+ ib

∂2u

∂x2
=−∂(uv)

∂x
− iλuv,

∂v

∂t
+
∂v

∂x
+v

∂v

∂x
+c

∂3v

∂x3
=−1

2

∂|u|2

∂x
;

(1.6)

where µ,λ,a0,a1,b,c are real constants with µ,λ,c>0.

It is universally agreed that for x,t∈R, v(x,t) a real-valued function and u(x,t) a
complex-valued function, the dispersive equation

vt+vx+vvx+Lvx=0



CHUANGYE LIU AND NGHIEM V. NGUYEN 643

is referred to as the Korteweg-de Vries (KdV) equation when L=∂xx, and Benjamin-
Bona-Mahoney (BBM) equation when L=−∂xt, while the equation

iut+uxx±|u|2u=0

is referred to as the (focusing for the + sign and de-focusing for the − sign) cubic
nonlinear Schrödinger (NLS) equation. Following this conventional nomenclature, we
will refer to (1.3), (1.4), (1.5) and (1.6) as the Schrödinger KdV-KdV, Schrödinger
BBM-BBM, Schrödinger KdV-BBM, and Schrödinger BBM-KdV systems respectively.

Despite bearing some resemblance of the abcd-systems derived in [3, 4], the above
systems possess some significant differences. In [3, 4], both of the functions u and v
are real. Here, u is complex and v is real. Moreover, the couplings between the two
equations in any system here are only through the nonlinear terms, in addition to the
extra term iuxx. It is a well-known fact that the interaction between the nonlinear term
uux and the dispersive term uxxx, (uxxt) is what supports the solitary waves in the
KdV-equation (BBM-equation), while the terms uxx and |u|2u play the same role in the
cubic NLS-equation. The above systems feature the presence of both the uxx and either
the uxxx or uxxt terms, and thus exhibit some very interesting dynamics. In particular,
the signs of a0,a1 and b as well as the interaction among them will play significant roles
in determining global well-posedness of the Cauchy problems associated with the above
systems and also in determining the existence and stability of solitary-wave solutions of
these systems. Readers are referred to the first part for detailed discussions/comparisons
between the above four models with other models such as the Davey-Stewartson system
[8], the Benney system [2] or the ones put forward by Djordjevic and Redekopp [10],
(see also [5]).

All of the above four systems possess at least three conserved quantities when a1>0.
The three conserved quantities for (1.3) are

H1(v)=

∫ ∞

−∞
v dx, H2(u,v)=

∫ ∞

−∞
(|u|2+v2)dx,

H3(u,v)=

∫ ∞

−∞

(
a0
2
|ux|2+

c

2
v2x−

µ

2
|u|2− 1

2
|u|2v− 1

2
v2− 1

6
v3
)
dx

+
(λa0

2
− b

2

)
Im

∫ ∞

−∞
uuxdx+

(bλ
2
− λ2a0

2

)∫ ∞

−∞
v2dx.

The conserved quantities for (1.4) are as follows

H1(v)=

∫ ∞

−∞
v dx, H2(u,v)=

∫ ∞

−∞
(|u|2+v2+a1|ux|2+cv2x)dx,

H3(u,v)=

∫ ∞

−∞

(
µ

2
|u|2+ 1

2
v2+

1

6
v3+

1

2
|u|2v

)
dx

+
(b−a1λµ)
2+2a1λ2

Im
∫ ∞

−∞
uux dx+

λ(b−a1λµ)
2+2a1λ2

∫ ∞

−∞
|u|2 dx.

The conserved quantities for (1.5) are given by

I1(v)=

∫ ∞

−∞
v dx, I2(u,v)=

∫ ∞

−∞
(|u|2+v2+cv2x)dx,

I3(u,v)=

∫ ∞

−∞

(
a0
2
|ux|2−

µ

2
|u|2− 1

2
|u|2v− 1

2
v2− 1

6
v3
)
dx



644 LONG AND SHORT WAVES IN DISPERSIVE MEDIA. PART II: WELL-POSEDNESS

+
( b
2
− λa0

2

)
Im

∫ ∞

−∞
uux dx+

(bλ
2
− λ2a0

2

)∫ ∞

−∞
|u|2 dx.

The conserved quantities for system (1.6) are

I1(v)=
∫ ∞

−∞
v dx, I2(u,v)=

∫ ∞

−∞
(|u|2+a1|ux|2+v2)dx,

I3(u,v)=
∫ ∞

−∞

(
c

2
v2x−

µ

2
|u|2− 1

2
|u|2v− 1

2
v2− 1

6
v3
)
dx

+
(a1λµ−b)
2+2a1λ2

Im
∫ ∞

−∞
uux dx+

λ(a1λµ−b)
2+2a1λ2

∫ ∞

−∞
|u|2 dx.

In this paper, we will analyze the Cauchy problems associated with the above four
models. It is shown that all of these models are locally well-posed in some Sobolev
spaces. Moreover, they are also globally well-posed in those spaces for a range of suitable
parameters.

2. Preliminaries
Commonly used notations will be employed. For 1≤p≤∞, we denote by Lp=Lp(R)

the space of all measurable functions f on R for which the norm ∥f∥pLp =
∫
R |f(x)|

pdx is
finite for 1≤p<∞, and ∥f∥L∞ is the essential supremum of |f | on R. Throughout the
paper, whenever p=2 we denote the L2-norm of f simply as ∥f∥. The spaceHs

R=H
s(R)

and Hs
C=H

s
C(R) are the usual real-valued and complex-valued Sobolev spaces, respec-

tively, consisting of all measurable functions such that f and their derivatives f (k) are in
L2, 1≤k≤s, equipped with the norm ∥f∥2s=

∫
R(1+ |ξ|2)s|f̂(ξ)|2dξ where f̂ is the Fourier

transform of f . For any Banach space X , let X k :≡X ×X × .. .×X be the k−times
Cartesian product of X . For X ,Y any two Banach spaces, let B(X ,Y) denote the space
of all bounded linear operators from X to Y. For I an arbitrary interval of R and Y any
Banach space, let C(I,Y) denote the Banach space of continuous maps f which takes I
into Y, with the norms given by ∥f∥C(I,Y)=sup{∥f(t)∥Y |t∈ I}. As usual, the subspace
Cb=Cb(R) of L∞(R) consists of all bounded, continuous functions and Cnb =Cnb (R) de-
notes the subspace of Cb such that f along with their derivatives f (k) are in Cb, 1≤k≤n.
The subspace of Cb, such that all of its members along with their derivatives of all orders
vanish at infinity, will be denoted as C∞

0 . In the case when Y is the Sobolev space Hs

and T >0 fixed, let CT :≡C([0,T ],Hs) and CkT :≡C([0,T ],Hs×Hs× .. .×Hs), equipped

with the norm ∥f⃗∥Ck
T
=max1≤i≤k{∥fi∥CT

}. Similarly, when Y is C∞
0 and T >0 fixed,

we set C0,T :≡C([0,T ],C∞
0 ) and Ck0,T :≡C([0,T ],C∞

0 ×C∞
0 × .. .×C∞

0 ), equipped with

the norm ∥f⃗∥Ck
0,T

=max1≤i≤k{∥fi∥C0,T
}. Throughout the manuscript, unless otherwise

stated explicitly, we will denote the various constants whose precise values are not of
importance to us as C.

In Section 3, we study first the question of local well-posedness of the above four
systems. That is, one imagines being provided with an initial wave profile, say at t=0

u(x,0)=f(x), v(x,0)=g(x), (2.1)

for x∈R and then inquiring into the subsequent evolutions using the four systems. A
problem is said to be locally well-posed if there exists a time T >0 such that a unique
solution

(
u(x,t),v(x,t)

)
, depending continuously on the initial data (f,g), departs from

(f,g) under the influence of the evolution in question for t∈ [0,T ].
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Our four systems under consideration here can be handled in a fairly straight-
forward manner using the method pioneered by Kato [12, 13] with some appropriate
modifications. This method assures the local well-posedness for all the four systems in
the Sobolev space Hs for s>3/2 with small enough H1-normed data. In the case of
the Schrödinger BBM-BBM system (1.4), however, one can also take advantage of the
presence of the smoothing operator of the type (1−k∂xx)−1, k>0 with the method of
Contraction Mapping Principle to establish the local well-posedness for (1.4) in Hs for
s≥0, as well as derive several other regularity properties for its solutions that cannot
be obtained (or at least it is not trivial to do so) with Kato’s method. Thus, we will
employ Kato’s method for each of the systems (1.3), (1.5) and (1.6), and will call upon
the method of Contraction Mapping Principle for system (1.4).

To utilize Kato’s method as detailed in [12, 13], it is better to rewrite the Cauchy
problems for the systems (1.3), (1.5) and (1.6) compactly as

du⃗

dt
+A(t,u⃗)u⃗=0, u⃗(0)=(f,g). (2.2)

Define

L2
C(R)=

{
ϕ(x)|ϕ :R→C,

∫
R
|ϕ(x)|2dx<∞

}
,

L2
R(R)=

{
ϕ∈L2

C(R)|ϕ :R→R
}
.

Similarly we can define Hs
C(R) and Hs

R(R). The space L2
C(R) becomes a real Hilbert

space under the inner product

(ϕ,ψ)L2
C(R)=Re

∫
R
ϕ(x)ψ(x)dx

for any ϕ,ψ∈L2
C(R). Through out the manuscript, we denote X :≡L2

C(R)×L2
R(R), Y :≡

Hs
C(R)×Hs

R(R) for s>3/2, while Z :≡Hs
C(R)×Hs

R(R) for s≥0. For any f⃗ =(f1,f2)∈X
and g⃗=(g1,g2)∈Y , equip them with the respective norms ∥f⃗∥2X =

∑2
i=1∥fi∥2L2 and

∥g⃗∥2Y =
∑2
i=1∥gi∥2Hs . The inner product on X is realized as(

f⃗ , h⃗
)
X
=Re

∫
R
f1h1dx+Re

∫
R
f2h2dx

for h⃗=(h1,h2)∈X and similarly for Y . To establish the local well-posedness for the
system (2.2), the crux of the matter is to verify that:

(i) the operator A(t,u⃗) is quasi-accretive in X, and for bounded u⃗∈Y the operator
A(t,u⃗)+σI is surjective for some σ>β, where I denotes the identity operator;

(ii) there exists a time T such that for each t∈ [0,T ], the mapping u⃗→A(t,u⃗) is
Lipschitz continuous in the sense that

∥A(t,u⃗)−A(t,v⃗)∥B(Y,X)≤C∥u⃗− v⃗∥X ,

for some constant C independent of t and u⃗, v⃗; and

(iii) the mapping t→A(t,u⃗)∈B(Y,X) is strongly continuous for any fixed u⃗∈Y .

Precisely, we need to show that the following properties hold true.
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Property A: Suppose that s> 3
2 . Then the operator A(t,u⃗) is quasi-accretive in X,

namely, there exists a positive constant β independent of t,u⃗ and v⃗ such that(
A(t,u⃗)v⃗, v⃗

)
X
≥−β∥u⃗∥Y ∥v⃗∥2X

holds for all u⃗∈Y and v⃗∈X, and for bounded u⃗∈Y the operator A(t,u⃗)+σI is surjec-
tive for some σ>β, where I denotes the identity operator.

Property B : Suppose that s> 3
2 and let Λ=(1−D2)

1
2 I, where I denotes the 3×3 iden-

tity matrix. Then Λs: Y →X is an isomorphism of Y onto X, and ∀u⃗, v⃗∈Y ,

(1) B(t,u⃗) :=ΛsA(t,u⃗)Λ−s−A(t,u⃗) is a bounded operator from X to X,

(2) ∥B(t,u⃗)∥B(X,X)≤C∥u⃗∥Y ,
(3) ∥B(t,u⃗)−B(t,v⃗)∥B(X,X)≤C∥u⃗− v⃗∥Y ,
where C is a constant independent of t and u⃗, v⃗∈Y.
Property C : Suppose that s> 3

2 . Then

∥A(t,u⃗)−A(t,v⃗)∥B(Y,X)≤C∥u⃗− v⃗∥X
holds for all u⃗, v⃗∈X with C a constant independent of t and u⃗, v⃗.

Property D : The mapping t→A(t,u⃗)∈B(Y,X) is strongly continuous for any fixed u⃗∈
X.

Once these properties have been verified, Kato’s theory [12,13] immediately assures
that the system (2.2) is locally well-posed.

Theorem 2.1.

(i) Let s> 3
2 . For any (f,g)∈Y, there exists a unique solution (u,v)∈C([0,T ],Hs)2⋂

C1([0,T ],Hs−3)2 to the system (2.2) with T having a lower bound depending
only on the norm ∥(f,g)∥Y .

(ii) The mapping (f,g)→
(
u(t),v(t)

)
is continuous in the Y -norm. More precisely,

if (fn,gn)∈Y, n=1,2, ·· · , with ∥(fn,gn)−(f,g)∥Y →0 and T ′<T, the solution
(un,vn) for

(
un(0),vn(0)

)
=(fn,gn) exists on [0,T ′] for sufficiently large n and

∥(un,vn)−(u,v)∥Y →0 uniformly in t∈ [0,T ′].

As regard to the Contraction Mapping Principle, the technique is self-explanatory
and will be described when the system (1.4) is dealt with below. We then extend the
local well-posedness theories to global results in Section 4. Since all the local results for
the four systems rest upon the fact that the time intervals of existence T depend only
on the norms of the initial data ∥(f,g)∥Hs

C×H
s
R
, (s≥0 for the Schrödinger BBM-BBM

system (1.4) while s>3/2 for the other three), the crux of the matter here is to show
that the Hs

C×Hs
R-norms of their solutions are bounded on any bounded time interval.

The conserved quantities for the four systems will play an important part in establishing
these bounds.

3. Local well-posedness
In this section, the local well-posedness theories for the above four systems will

be established. Recall that in the derivations of the four systems [15], the parameters
µ,λ,a0,a1,b and c are real numbers with µ,λ,c>0. It was also demonstrated that a0
and a1 are negative for sufficiently small wave numbers for any Weber number W >3,
and are strictly positive for at least a range of wave numbers and Weber number W .

We would like to point out that for the local well-posedness theories, we only require
that a1>0 due to the invertibility of the operator (1−a1∂xx). That is, the local results
here are established independently of the definitiveness of the signs of a0 and b.
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3.1. The Schrödinger KdV-KdV system. We now consider the Cauchy
problem for the Schrödinger KdV-KdV system; that is, we study the problem (1.3)-(2.1).
We recall that X :≡L2

C(R)×L2
R(R) and Y :≡Hs

C(R)×Hs
R(R) and that the Schrödinger

KdV-KdV system (1.3) is
∂u

∂t
+µ

∂u

∂x
+a0

∂3u

∂x3
+ ib

∂2u

∂x2
=−∂(uv)

∂x
− iλuv,

∂v

∂t
+
∂v

∂x
+v

∂v

∂x
+c

∂3v

∂x3
=−1

2

∂|u|2

∂x
.

The local theory for the Schrödinger KdV-KdV system is as follows.

Theorem 3.1.
(i) Let s> 3

2 . There exists a δ>0 such that for any initial data
(f,g)∈Y with ∥(f,g)∥H1

C(R)×H1
R(R)≤ δ, there is a unique solution (u,v)∈

C([0,T ],Y )
⋂
C1([0,T ],Hs−3

C ×Hs−3
R ) to (1.3)-(2.1) with T having a lower bound

depending only on the norm ∥(f,g)∥Y .
(ii) The map (f,g)→

(
u(t),v(t)

)
is continuous in the Y -norm. More precisely,

if (fn,gn)∈Y, n=1,2, ·· · , with ∥(fn,gn)−(f,g)∥Y →0 and T ′<T, the solution
(un,vn) for

(
un(0),vn(0)

)
=(fn,gn) exists on [0,T ′] for sufficiently large n and

∥(un,vn)−(u,v)∥Y →0 uniformly in t∈ [0,T ′].
Let

Q(t)=e−a0tD
3−ibtD2

, P (t)=e−ctD
3

, D=
d

dx
.

Then

Q(t) :L2
C(R)→L2

C(R), Q(t) :Hs
C(R)→Hs

C(R),

P (t) :L2
R(R)→L2

R(R), P (t) :Hs
R(R)→Hs

R(R)

are all unitary maps. Set u⃗=

[
u
v

]
and consider the transformations u(x,t)=Q(t)ũ(x,t),

v(x,t)=P (t)ṽ(x,t). In terms of the new variables ũ, ṽ, the system (1.3) reads{
Q(t)ũt+µQ(t)ũx+Q(t)ũxP (t)ṽ+Q(t)ũP (t)ṽx+ iλQ(t)ũP (t)ṽ=0,

P (t)ṽt+P (t)ṽx+P (t)ṽP (t)ṽx+Re
(
Q(t)ũQ(t)ũx

)
=0.

(3.1)

For any u⃗∈Y and t≥0, define the operator

A(t,u⃗)=U(−t)
(
Mµ+P (t)vD+MiλP (t)v MQ(t)uD

Re
(
M
Q(t)u

D
)

M1+P (t)vD

)
U(t)

where Mf is the operator of multiplication by f and

U(t)=
(
Q(t) 0
0 P (t)

)
.

The system (3.1) can be written compactly as

du⃗

dt
+A(t,u⃗)u⃗=0, u⃗∈Y (3.2)
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where the tildes have been dropped for ease of reading. We now proceed to verify
properties A through D for the system (3.2). Once these properties are shown to hold
true, the local well-posedness for (3.2) is guaranteed by Theorem 2.1, and hence Theorem
3.1 is an immediate consequence. The following lemma will come in handy, which is
just a multi-dimensional version of Lemma A.2 in [12].

Lemma 3.1. Let Λ=(1−D2)
1
2 , f ∈Hr(R) for some r> 3

2 , and let Mf be the operator
of multiplication by f . Then

∥[Λr,Mf ]Λ
1−r∥≤ c0∥Df∥Hr−1 ,

where the constant c0 depends only on r. Here, [Λr,Mf ] denotes the commutator between
Λr and Mf , and the norm ∥·∥ on the left is the operator norm in L2(R).

Define

βr=sup{∥f∥L∞ :∥f∥Hr =1} (3.3)

for any r> 1
2 . Property A is a direct result of the following.

Lemma 3.2. Suppose that s> 3
2 . Then the operator A(t,u⃗) is quasi-accretive in X,

namely, (
A(t,u⃗)v⃗, v⃗

)
X
≥−2βs−1∥u⃗∥Y ∥v⃗∥2X (3.4)

holds for all u⃗∈Y and v⃗∈H1
C×H1

R. Moreover A(t,u⃗)+σI is surjective from H1×H1

to X for any σ>2βs−1∥u⃗∥Y and ∥u⃗∥H1
C×H

1
R
< min{1,µ}

2βs−1
, where I denotes the identity

operator.

Proof. We break the proof into three steps.

Step 1: To prove (3.4), let u⃗=(u1,u2)∈Y , w⃗=(w1,w2)∈H1
C×H1

R and v⃗=U(−t)w⃗.
Then (

A(t,u⃗)v⃗, v⃗
)
X
=
(
A(t,u⃗)U(−t)w⃗,U(−t)w⃗

)
=Re

(
Mµ+P (t)u2

Dw1+MiλP (t)u2
w1+MQ(t)u1

Dw2,w1

)
+
(
Re

(
M
Q(t)u1

Dw1

)
+M1+P (t)u2

Dw2,w2

)
=Re

(
(µ+P (t)u2)Dw1,w1

)
+Re

(
iλ(P (t)u2)w1,w1

)
+Re

(
Q(t)u1Dw2,w1

)
+
(
Re

(
Q(t)u1Dw1

)
,w2

)
+
(
(1+P (t)u2)Dw2,w2

)
.

As regard to the first term in the above equation, note that P (t)u2 is a real value
function, then an integration by parts yields

Re
(
(µ+P (t)u2)Dw1,w1

)
=−1

2

∫
|w1|2P (t)Du2≥−1

2
∥P (t)Du2∥L∞∥w1∥2L2

≥−1

2
βs−1∥P (t)Du2∥s−1∥w1∥2L2

≥−1

2
βs−1∥u⃗∥Y ∥w⃗∥2X . (3.5)

For the second term we have

Re
(
iλ(P (t)u2)w1,w1

)
=Re

∫
R
iλ|w1|2P (t)u2dx=0. (3.6)
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Similarly, we have for the last term the following estimate(
(1+P (t)u2)Dw2,w2

)
≥−1

2
βs−1∥u⃗∥Y ∥w⃗∥2X . (3.7)

For the third and fourth terms, integrations by parts again reveal

Re
(
MQ(t)u1

Dw2,w1

)
+
(
Re

(
M
Q(t)u1

Dw1

)
,w2

)
=Re

∫
R

(
Q(t)u1

)
D(w1w2)

=−Re

∫
R

(
Q(t)Du1

)
w1w2

≥−βs−1∥u⃗∥Y ∥w⃗∥2X . (3.8)

Putting (3.5), (3.6), (3.7) and (3.8) together, we deduce that(
A(t,u⃗)v⃗, v⃗

)
X
≥−2βs−1∥u⃗∥Y ∥v⃗∥2X .

Thus, (3.4) follows from the above inequality.

Step 2: To show that the range of
(
A(t,u⃗)+σI

)
, denoted as R

(
A(t,u⃗)+σI

)
, is

closed in X. Let v⃗∈H1
C×H1

R

(σ−2βs−1∥u⃗∥Y )∥v⃗∥2X ≤
(
(A(t,u⃗)+σI)v⃗, v⃗

)
≤∥

(
A(t,u⃗)+σI

)
v⃗∥X∥v⃗∥X (3.9)

due to the Cauchy-Schwarz inequality. This shows that for any u⃗∈Y,

∥v⃗∥X ≤ 1

σ−2βs−1∥u⃗∥Y
∥
(
A(t,u⃗)+σI

)
v⃗∥X . (3.10)

Let f⃗ =(f1,f2)=U(t)(A(t,u⃗)+σI)U(−t)w⃗, w⃗=(w1,w2)∈H1
C×H1

R, then{
f1=σw1+µDw1+(P (t)u2)Dw1+ iλ(P (t)u2)w1+(Q(t)u1)Dw2

f2=σw2+Re
(
Q(t)u1Dw1

)
+(1+P (t)u2)Dw2.

From the first equation, we have

µ∥Dw1∥≤∥f1∥+σ∥w1∥+∥P (t)u2∥L∞∥Dw1∥+λ∥P (t)u2∥L∞∥w1∥+∥Q(t)u1∥L∞∥Dw2∥

≤∥f1∥+
σ+λβs−1∥u⃗∥Y
σ−2βs−1∥u⃗∥Y

∥f⃗∥+βs−1∥u2∥H1∥Dw1∥+βs−1∥u1∥H1∥Dw2∥

≤ 2σ+(λ−2)βs−1R

σ−2βs−1R
∥f⃗∥+∥u⃗∥H1

C×H1
R
βs−1∥Dw1∥+∥u⃗∥H1

C×H1
R
βs−1∥Dw2∥

where (3.10), (3.3) and R=∥u⃗∥Y have been used. It indicates that

(µ−∥u⃗∥H1
C×H

1
R
βs−1)∥Dw1∥≤

2σ+(λ−2)βs−1R

σ−2βs−1R
∥f⃗∥+∥u⃗∥H1

C×H
1
R
βs−1∥Dw2∥. (3.11)

Similarly, we obtain from the second equation that

(1−∥u⃗∥H1
C×H

1
R
βs−1)∥Dw2∥≤

2σ−2βs−1R

σ−2βs−1R
∥f⃗∥+∥u⃗∥H1

C×H
1
R
βs−1∥Dw1∥. (3.12)
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Summing up (3.11) and (3.12) leads to

(µ−2∥u⃗∥H1
C×H

1
R
βs−1)∥Dw1∥+(1−2∥u⃗∥H1

C×H
1
R
βs−1)∥Dw2∥≤

4σ+(λ−4)βs−1R

σ−2βs−1R
∥f⃗∥.

(3.13)
Combining (3.13) and (3.10) gives us

∥
(
A(t,u⃗)+σI

)
v⃗∥X ≥C∥v⃗∥H1

C×H
1
R

(3.14)

holding true for ∥u⃗∥H1
C×H

1
R
< min{1,µ}

2βs−1
for some constant C>0 independent of v⃗. It follows

then from (3.14) that R
(
A(t,u⃗)+σI

)
is closed in X.

Step 3: To show that R
(
A(t,u⃗)+σI

)
is dense in X, let y⃗∈X and y⃗⊥R

(
A(t,u⃗)+

σI
)
, namely, (

(A(t,u⃗)+σI)v⃗, y⃗
)
=0, ∀v⃗∈H1

C×H1
R. (3.15)

Set w⃗=U(t)v⃗ and g⃗=U(t)y⃗, then w⃗=(w1,w2)∈H1
C×H1

R and g⃗=(g1,g2)∈L2
C×L2

R.
Thus (3.15) can be rewritten as(

(U(t)(A(t,u⃗)+σI)U(−t)w⃗,g⃗
)
=0, ∀w⃗∈H1

C×H1
R,

which amounts to the same as

Re

∫
R

(
σw1+µDw1+(P (t)u2)Dw1+ iλ(P (t)u2)w1+(Q(t)u1)Dw2

)
g1dx

+

∫
R

(
σw2+Re

(
Q(t)u1Dw1

)
+(1+P (t)u2)Dw2

)
g2dx=0. (3.16)

Taking w1=0 in (3.16) gives us

Re

∫
R

(
g1Q(t)u1+g2(1+P (t)u2)

)
Dw2dx+

∫
R
σg2w2dx=0, (3.17)

while taking w2=0 and replacing w1 by iw1 in (3.16) gives us∫
R

(
σg1+ iλg1P (t)u2

)
w1dx+

∫
R

(
µg1+g1P (t)u2+g2Q(t)u1

)
Dw1dx=0. (3.18)

Define h1=Re
(
g1Q(t)u1

)
+g2(1+P (t)u2), h2=σg1− iλg1P (t)u2 and h3=µg1+

g1P (t)u2+g2Q(t)u1. Notice that w2,g2,P (t)u2 are real-valued functions; thus, (3.17)
and (3.18) imply that∫

R
h1Dw2dx+

∫
R
σg2w2dx=0,

∫
R
h2w1dx+

∫
R
h3Dw1dx=0. (3.19)

By Plancherel’s identity, we deduce from (3.19) that∫
R

(
− iξĥ1+σĝ2

)
ŵ2dξ=0,

∫
R

(
− iξĥ3+ ĥ2

)
ŵ1dξ=0,

from which we conclude that −iξĥ1+σĝ2=0 for a.e. ξ. Thus σg2=Dh1 and h1∈H1.

Similarly, −iξĥ3+ ĥ2=0 for a.e. ξ, and hence h3∈H1
C with h2=Dh3. In terms of h1

and h3, we have

g2=
(µ+P (t)u2)h1−Re(h3Q(t)u1)

(µ+P (t)u2)(1+P (t)u2−|Q(t)u1|2)
.
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Note that

max{∥P (t)u2∥L∞ ,∥Q(t)u1∥L∞}≤βs−1∥u⃗∥H1×H1 ,

hence the denominator of g2 is nonzero and its absolute value has a positive lower bound

when ∥u⃗∥H1
C×H

1
R
< min{1,µ}

2βs−1
. Thus, g2∈H1 and g1∈H1. By (3.15) and (3.9) we obtain

that g1=g2=0 which implies that y⃗=0. Consequently, the set R
(
A(t,u⃗)+σI

)
is dense

in X. Therefore, R
(
A(t,u⃗)+σI

)
=X. This concludes the proof of the lemma.

We will verify property B next.

Lemma 3.3. Suppose that s> 3
2 and let Λ=(1−D2)

1
2 I. Then Λs :Y →X is an

isomorphism of Y onto X, and for all u⃗, v⃗∈Y
(1) B(t,u⃗) :=ΛsA(t,u⃗)Λ−s−A(t,u⃗) is a bounded operator from X to X;

(2) ∥B(t,u⃗)∥B(X,X)≤λ0∥u⃗∥Y ;
(3) ∥B(t,u⃗)−B(t,v⃗)∥B(X,X)≤λ0∥u⃗− v⃗∥Y ,
where λ0 is independent of t and u⃗, v⃗∈Y.

Proof. First, we observe that item (1) is implied by item (2), and item (3) is
equivalent to item (2) because B(t,u⃗) is linear with respect to u⃗. Therefore, it suffices
to prove item (2). Indeed, we have U(t)B(t,u⃗)U(−t)=(

[Λs,MP (t)u2
]Λ−sD+[Λs,MiλP (t)u2

]Λ−s [Λs,MQ(t)u1
]Λ−sD

[Λs,ReM
Q(t)u1

]Λ−sD [Λs,MP (t)u2
]Λ−sD

)
.

By Lemma 3.1, we have

∥[Λs,MP (t)u2
]Λ−sD∥≤∥[Λs,MP (t)u2

]Λ1−s∥∥Λ−1D∥≤ c0∥P (t)Du2∥s−1≤ c0∥u⃗∥Y ;

∥[Λs,MiλP (t)u2
]Λ−s∥≤∥[Λs,MiλP (t)u2

]Λ1−s∥∥Λ−1∥≤ c0∥λP (t)Du2∥s−1≤|λ|c0∥u⃗∥Y ,

where the norms in the above inequalities are the operator norms in L2(R), and where
we have used the facts that ∥Λ−1D∥≤1 and ∥Λ−1∥≤1. The other terms can be dealt
with similarly. Consequently,

∥B(t,u⃗)∥B(X,X)≤λ0∥u⃗∥Y . (3.20)

Hence the lemma is proved.

Property C for the system (1.3) is the following.

Lemma 3.4. Suppose that s> 3
2 . Then

∥A(t,u⃗)−A(t,v⃗)∥B(Y,X)≤λ1∥u⃗− v⃗∥X

holds for all u⃗, v⃗∈X with λ1 a constant independent of t and u⃗, v⃗.

Proof. Let u⃗=(u1,u2) and v⃗=(v1,v2), then U(t)
(
A(t,u⃗)−A(t,v⃗)

)
U(−t)=

(
MP (t)(u2−v2)D+MiλP (t)(u2−v2) MQ(t)(u1−v1)D

Re
(
M
Q(t)(u1−v1)D

)
MP (t)(u2−v2)D

)
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which reveals that the operator A(t,u⃗)−A(t,v⃗) is linear with respect to the difference
u⃗− v⃗. Thus, it suffices to prove that the following inequality∥∥∥∥(MP (t)u2

D+MiλP (t)u2
MQ(t)u1

D
Re

(
M
Q(t)u1

D
)

MP (t)u2
D

)∥∥∥∥
B(Y,X)

≤Cβs−1∥u⃗∥X (3.21)

holds for any u⃗∈Y. From the definition of β in (3.3) and an application of the Hölder
inequality, we have the following estimate for the first entry of the matrix in (3.21)

∥P (t)u2Df∥L2 ≤∥P (t)u2∥L2∥Df∥L∞ ≤βs−1∥u⃗∥X∥f∥s,

for any f ∈Hs. All the other terms can be dealt with in the same way. Consequently,
(3.21) follows from similar argument used to prove (3.20).

Property D for the system (1.3) is established next.

Lemma 3.5. The mapping t→A(t,u⃗)∈B(Y,X) is strongly continuous for any fixed
u⃗∈Y.

Proof. First we observe that

U(t)A(t,u⃗)U(−t)=
(
Mµ+P (t)vD+MiλP (t)v MQ(t)uD

Re
(
M
Q(t)u

D
)

M1+P (t)vD

)
and U(t) is a unitary operator. Then ∥A(t,u⃗)∥B(Y,X)≤C(1+∥u⃗∥Y ) for any u⃗∈Y and
for all t≥0 by an argument similar to (3.21). Moreover, it is straightforward to see that
P (t)f , Q(t)f ∈L2 are continuous in t for any fixed f ∈L2 by the Lebesgue’s dominated
convergence theorem. Thus, the lemma is proved.

Theorem 3.1 can now be seen as a direct consequence of Kato’s theory outlined
above.

3.2. The Schrödinger KdV-BBM system. Recall that the Schrödinger
KdV-BBM system (1.5) isut+µux+a0uxxx+ ibuxx=−(uv)x− iλuv,

vt+vx+vvx−cvxxt=−1

2
(|u|2)x.

The local theory for the Schrödinger KdV-BBM system is as follows.

Theorem 3.2.

(i) Let s> 3
2 . There exists a δ>0 such that for any (f,g)∈Y with ∥(f,g)∥H1

C(R)×H1
R(R)

≤
δ, there is a unique solution (u,v)∈C([0,T ],Y )

⋂
C1([0,T ],Hs−3

C ×Hs−3
R ) to (1.5)-

(2.1) with T having a lower bound depending only on the norm ∥(f,g)∥Y .
(ii) The map (f,g)→

(
u(t),v(t)

)
is continuous in the Y -norm. More precisely,

if (fn,gn)∈Y, n=1,2, ·· · , with ∥(fn,gn)−(f,g)∥Y →0 and T ′<T, the solution
(un,vn) for

(
un(0),vn(0)

)
=(fn,gn) exists on [0,T ′] for sufficiently large n and

∥(un,vn)−(u,v)∥Y →0 uniformly in t∈ [0,T ′].

3.3. The Schrödinger BBM-KdV system. Recall that the Schrödinger
BBM-KdV system (1.6) isut+µux−a1uxxt+ ibuxx=−(uv)x− iλuv,

vt+vx+vvx+cvxxx=−1

2
(|u|2)x.
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The local theory for the Schrödinger BBM-KdV system is as follows.

Theorem 3.3.

(i) Let a1>0 and s> 3
2 . There exists a δ>0 such that for any initial

data (f,g)∈Y with ∥(f,g)∥H1
C(R)×H1

R(R)≤ δ, there is a unique solution (u,v)∈
C([0,T ],Y )

⋂
C1([0,T ],Hs−3

C ×Hs−3
R ) to (1.6)-(2.1) with T having a lower bound

depending only on the norm ∥(f,g)∥Y .
(ii) The map (f,g)→

(
u(t),v(t)

)
is continuous in the Y -norm. More precisely,

if (fn,gn)∈Y, n=1,2, ·· · , with ∥(fn,gn)−(f,g)∥Y →0 and T ′<T, the solution
(un,vn) for

(
un(0),vn(0)

)
=(fn,gn) exists on [0,T ′] for sufficiently large n and

∥(un,vn)−(u,v)∥Y →0 uniformly in t∈ [0,T ′].

3.4. The Schrödinger BBM-BBM system. Recall that the Schrödinger
BBM-BBM system (1.4) isut+µux−a1uxxt+ ibuxx=−(uv)x− iλuv,

vt+vx+vvx−cvxxt=−1

2
(|u|2)x.

Notice that the first equation in (1.4) is the same as the first equation in (1.6), whilst
the second equation is the same as the second equation in (1.5). Thus, the local well-
posedness for (1.4) in the space Y :≡Hs

C×Hs
R, s>3/2, follows immediately by the same

Kato’s method as before. However, due to the presence of the operator (1−k∂xx)−1, for
k>0, this result can also be obtained and improved through an argument via the Con-
traction Mapping Principle. This approach actually establishes the local well-posedness
theory for (1.4) in Z :≡Hs

C×Hs
R for s≥0, as well as several other regularity properties

for its solutions that cannot be obtained (or at least it is not trivial to do so) with
Kato’s method. Thus, we present our result for system (1.4) through the method of
Contraction Mapping Principle.

The local existence result for the system (1.4)-(2.1) is as follows.

Theorem 3.4. Let a1>0 and s≥0 be given. For any (f,g)∈Z, there exist a time T >
0 and a unique solution (u,v) of (1.4)-(2.1) that satisfies (u,v)∈C([0,T ],Z). Moreover,
the correspondence (f,g)→ (u,v) is locally Lipschitz continuous.

Proof. Let u→u+ iw and after equating the real and imaginary parts, the system
(1.4) is rewritten as  (1−a1∂xx)ut=−(µu+uv−bwx)x+λwv,

(1−a1∂xx)wt=−(µw+wv+bux)x−λuv,
(1−c∂xx)vt=−(v+ 1

2u
2+ 1

2w
2+ 1

2v
2)x.

(3.22)

Therefore, we can instead consider the system (3.22)-(2.1) with initial data(
u(x,0),w(x,0),v(x,0)

)
=(f,g,h)∈ Z̃ :≡Hs

R×Hs
R×Hs

R, s≥0. For any k>0, set

Mk(z)=
1

2
√
k
e
− |z|√

k , z∈R.

The operator (1−k∂xx) is invertible and

(1−k∂xx)−1f =Mk ∗f :=
∫ ∞

−∞
Mk(x−y)f(y)dy,
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for all f ∈Lp(R) with p∈ [1,∞). Moreover, for all rapidly decreasing functions f on R

Mk ∗f ′=(Mk)
′ ∗f.

Denote Kk=−(Mk)
′, then we have

Kk(z)=
1

2k
sgn(z)e

− |z|√
k .

Therefore, for a1>0, (recall that c>0), (3.22) can be formulated as

u(x,t)=f(x)−
∫ t

0

(1−a1∂xx)−1∂x
(
µu(x,τ)+u(x,τ)v(x,τ)−bwx(x,τ)

)
dτ

+λ

∫ t

0

(1−a1∂−1
xx

(
w(x,τ)v(x,τ)

)
dτ,

w(x,t)=g(x)−
∫ t

0

(1−a1∂xx)−1∂x
(
µw(x,τ)+w(x,τ)v(x,τ)+bux(x,τ)

)
dτ

−λ
∫ t

0

(1−a1∂−1
xx

(
u(x,τ)v(x,τ)

)
dτ,

v(x,t)=h(x)−
∫ t

0

(1−c∂xx)−1∂x
(
v(x,τ)+

1

2
u2(x,τ)+

1

2
w2(x,τ)+

1

2
v2(x,τ)

)
dτ.

(3.23)
The above system can be rewritten compactly as

u⃗=Au⃗,

where for

u⃗=

 u(x,t)w(x,t)
v(x,t)

∈

Hs

Hs

Hs

,
the operator A is defined as

Au⃗=

 f(x)g(x)
h(x)

−


∫ t
0
(1−a1∂xx)−1∂x

(
µu(x,τ)+u(x,τ)v(x,τ)−bwx(x,τ)

)
dτ∫ t

0
(1−a1∂xx)−1∂x

(
µw(x,τ)+w(x,τ)v(x,τ)+bux(x,τ)

)
dτ∫ t

0
(1−c∂xx)−1∂x

(
v(x,τ)+ 1

2u
2(x,τ)+ 1

2w
2(x,τ)+ 1

2v
2(x,τ)

)
dτ


+

 λ
∫ t
0
(1−a1∂xx)−1

(
w(x,τ)v(x,τ)

)
dτ

−λ
∫ t
0
(1−a1∂xx)−1

(
u(x,τ)v(x,τ)

)
dτ

0

.
We will show that there exists a time T >0 such that for some radius R>0, the operator
A is a Lipschitz continuous contraction mapping of BR into itself. Recall that for any
fixed T >0, we denote CT :≡C([0,T ],Hs) and C3

T :≡C([0,T ],Hs×Hs××Hs). Fix a
time T >0 whose value will be determined presently and set

BR={u⃗ :∥u⃗∥C3
T
≤R},

with the norm being defined as (where ∥f∥CT
=∥f∥C([0,T ],Hs))

∥u⃗∥C3
T
=max

{
∥u∥CT

, ∥w∥CT
, ∥v∥CT

}
.
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Consider first the case when s=0. We recall the following facts:

(a) ∥(1−k∂xx)−1fxx∥L2 ≤C∥f∥L2 ;

(b) ∥(1−k∂xx)−1fx∥L2 ≤C∥f∥H−1 ≤C∥f∥L2 ;

(c) ∥(1−k∂xx)−1(fg)x∥L2 ≤C∥fg∥H−1 ≤C∥fg∥L1 ≤C∥f∥L2∥g∥L2 ;

(d) ∥(1−k∂xx)−1fg∥L2 ≤C∥f∥L2∥g∥L2 ,

where C denotes various universal constants independent of f and g whose precise values
are not of importance to us. For any two pairs u⃗1=(u1,w1,v1) and u⃗2=(u2,w2,v2)∈C3

T ,
it must hold true that

Au⃗1−Au⃗2=

 λ
∫ t
0
(1−a1∂xx)−1(w1v1−w2v2)dτ

−λ
∫ t
0
(1−a1∂xx)−1(u1v1−u2v2)

)
dτ

0


+

−
∫ t
0
(1−a1∂xx)−1

(
µ(u1−u2)x+(u1v1−u2v2)x−b(w1−w2)xx

)
dτ

−
∫ t
0
(1−a1∂xx)−1

(
µ(w1−w2)x+(w1v1−w2v2)x+b(u1−u2)xx

)
dτ

−
∫ t
0
(1−c∂xx)−1

(
(v1−v2)x+ 1

2 (u
2
1−u22)x+ 1

2 (w
2
1−w2

2)x+
1
2 (v

2
1−v22)x

)
dτ

.
Using the above stated facts, we obtain for the first component, ∀t∈ [0,T ]

−(1−a1∂xx)−1
(
µ(u1−u2)x+(u1v1−u2v2)x−b(w1−w2)xx

)
+λ(1−a1∂xx)−1(w1v1−w2v2)≤C(µ,λ,a1,b)

(
∥u1−u2∥L2 +∥w1−w2∥L2

+∥u1∥L2∥v1−v2∥L2 +∥v2∥L2∥u1−u2∥L2 +∥w1∥L2∥v1−v2∥L2 +∥v2∥L2∥w1−w2∥L2

)
.

The other two components can be handled similarly. Thus,

∥Au⃗1−Au⃗2∥C3
T

≤CT
(
∥u1∥CT

+∥u2∥CT
+∥w1∥CT

+∥w2∥CT
+∥v1∥CT

+∥v2∥CT
+6

)
∥u⃗1− u⃗2∥C3

T

(3.24)

where C=C(µ,λ,a1,b,c). If u⃗1 and u⃗2∈BR, then (3.24) implies that

∥Au⃗1−Au⃗2∥C3
T
≤6CT (1+R)∥u⃗1− u⃗2∥C3

T
.

It is now time to pick T and we take

T =
1

12C(1+R)
.

Choose R such that R=2max{∥f∥L2 ,∥g∥L2 ,∥h∥L2}. Then

∥Au⃗∥C3
T
≤∥Au⃗−A0⃗∥C3

T
+∥A0⃗∥C3

T
≤R,

whenever u⃗∈BR. Thus, A is a contraction mapping that takes BR continuously into
itself and the first part of the theorem follows immediately from the Contraction Map-
ping Principle for s=0. Notice that since T = 1

12C(1+R) , the interval of existence gets

smaller as the initial data gets larger and vice versa. However T does not approach
infinity as the data approach zero, at least as these estimates indicate.

For the case when s>0, the exact same argument can be employed using the space
Hs instead of L2, and the fact that

∥(1−k∂2xx)−1(fg)x∥Hs ≤C∥fg∥Hs−1 ≤C∥f∥Hs∥g∥Hs ,
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whose proof is straightforward and can be found, for example, in [4]. The existence of
a unique solution for (3.22)-(2.1) is thus established for s≥0.

To see that the correspondence (f,g,h)→ (u,w,v) is locally Lipschitz continuous,
let (f,g,h) and (f̃ , g̃, h̃) be two initial data given in Z̃ and let the two unique solutions
emanating from them through the evolution (3.22) be, respectively,

(u,w,v)=A(f,g,h)(u,w,v) and (ũ,w̃, ṽ)=A(f̃ ,g̃,h̃)(ũ,w̃, ṽ).

Suppose both solutions stay inside the ball BR about the origin in Z̃. It follows from
above that both mappings A(f,g,h) and A(f̃ ,g̃,h̃) are contractions, say with Lipschitz

constants θ and θ̃ in (0,1). An application of the triangle inequality shows that

∥(u,w,v)−(ũ,w̃, ṽ)∥C3
T

=∥A(f,g,h)(u,w,v)−A(f̃ ,g̃,h̃)(ũ,w̃, ṽ)∥C3
T

≤∥A(f,g,h)(u,w,v)−A(f,g,h)(ũ,w̃, ṽ)∥C3
T

+∥A(f,g,h)(ũ,w̃, ṽ)−A(f̃ ,g̃,h̃)(ũ,w̃, ṽ)∥C3
T

≤θ∥(u,w,v)−(ũ,w̃, ṽ)∥CT
+∥(f,g,h)−(f̃ , g̃, h̃)∥Z̃ ,

from which Lipschitz continuity follows with a Lipschitz constant at most 1/(1−θ).
This completes the proof of the theorem.

Indeed, due to the presence of the operators (1−a1∂xx)−1 and (1−c∂xx)−1, more
can be acquired as regard the regularity of solution (u,w,v) of (3.22)-(2.1).

Proposition 3.1. If f,g,h∈C2
b (R) and u⃗ is a solution in C3

T of the system (3.22)-
(2.1), then u⃗,u⃗x and u⃗xx are infinitely smooth functions of t, and u⃗ solves (3.22) point-
wise. More precisely, ∂mt u⃗, ∂

m
t u⃗x, and ∂

m
t u⃗xx∈C3

T for any m≥0, and the quantitiesut+µux−a1uxxt−bwxx+(uv)x−λwv=0,
wt+µwx−a1wxxt+buxx+(wv)x+λuv=0,
vt+vx+vvx−cvxxt+ 1

2 (u
2+w2)x=0,

hold true for all (x,t)∈R× [0,T ]. Furthermore,

lim
t→0

u⃗(x,t)=

 f(x)g(x)
h(x)


in C2

b (R)×C2
b (R)×C2

b (R).
Proof. Recall that

u(x,t)=f(x)+

∫ t

0

∫ ∞

−∞
Ka1(x−y)[µu(y,τ)+u(y,τ)v(y,τ)+bwy(y,τ)]dydτ

+λ

∫ t

0

∫ ∞

−∞
Ma1(x−y)w(y,τ)v(y,τ)dydτ,

w(x,t)=g(x)+

∫ t

0

∫ ∞

−∞
Ka1(x−y)[µw(y,τ)+w(y,τ)v(y,τ)−buy(y,τ)]dydτ

−λ
∫ t

0

∫ ∞

−∞
Ma1(x−y)u(y,τ)v(y,τ)dydτ,

v(x,t)=h(x)+

∫ t

0

∫ ∞

−∞
Kc(x−y)[v(y,τ)+

1

2
u2(y,τ)+

1

2
w2(y,τ)+

1

2
v2(y,τ)]dydτ.
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Hence clearly u,w,v are differentiable with respect to t and

ut(x,t)=

∫ ∞

−∞

(
Ka1(x−y)[µu(y,t)+u(y,t)v(y,t)−bwy(y,t)]

+λMa1(x−y)w(y,t)v(y,t)
)
dy,

wt(x,t)=

∫ ∞

−∞

(
Ka1(x−y)[µw(y,t)+w(y,t)v(y,t)+buy(y,t)]

−λMa1(x−y)u(y,t)v(y,t)
)
dy,

vt(x,t)=

∫ ∞

−∞
Kc(x−y)[v(y,t)+

1

2
u2(y,t)+

1

2
w2(y,t)+

1

2
v2(y,t)]dy,

which implies that u⃗t∈C3
T as Ka1 ,Kc∈L1(R). Since u⃗t∈C3

T , we have

utt=

∫ ∞

−∞

(
Ka1(x−y)[µut+(uv)t−bwyt]+λMa1(x−y)(wv)t

)
dy,

wtt=

∫ ∞

−∞

(
Ka1(x−y)[µwt+(wv)t+buyt]−λMa1(x−y)(uv)t

)
dy,

vtt=

∫ ∞

−∞
Kc(x−y)[vt+

1

2
(u2+w2+v2)t]dy.

An inductive argument now gives ∂mt u⃗∈C3
T , for any m≥0. Notice that indeed we do not

need to impose here that f,g,h∈C2
b (R); that is, ∂mt u⃗∈C3

T , for any m≥0 independent
of the smoothness of the initial data f,g and h. (See also the following remark at the
end of the proof.)

Next, using the convolution property we have
ux=f

′+
∫ t
0
K ′
a1 ∗ [µu(·,τ)+u(·,τ)v(·,τ)−bwx(·,τ)]dτ−λ

∫ t
0
Ka1 ∗ [w(·,τ)v(·,τ)]dτ,

wx=g
′+

∫ t
0
K ′
a1 ∗ [µw(·,τ)+w(·,τ)v(·,τ)+bux(·,τ)]dτ+λ

∫ t
0
Ka1 ∗ [u(·,τ)v(·,τ)]dτ,

vx=h
′+

∫ t
0
K ′
c ∗ [v(·,τ)+ 1

2

(
u2(·,τ)+w2(·,τ)+v2(·,τ)

)
]dτ,

(3.25)
where the distributional derivative K ′

k is given by

K ′
k=−1

k
Mk+

δ

k
.

Therefore, (3.25) can be arranged as

ux=f
′− 1

a1

∫ t

0

(
Ma1 ∗ [µu+uv−bwx]− [µu+uv−bwx]

)
dτ

−λ
∫ t

0

Ka1 ∗ [w(·,τ)v(·,τ)]dτ,

wx=g
′− 1

a1

∫ t

0

(
Ma1 ∗ [µw+wv+bux]− [µw+wv+bux]

)
dτ

+λ

∫ t

0

Ka1 ∗ [u(·,τ)v(·,τ)]dτ,

vx=h
′− 1

c

∫ t

0

(
Mc ∗ [v+

1

2
(u2+w2+v2)]dτ− [v+

1

2
(u2+w2+v2)]

)
dτ.
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As f,g,h∈C2
b , it is clear that ux,wx,vx∈CT due to the facts that Ma1 ,Mc∈L1(R).

Since ux, wx and vx are written in terms of u,w and v, an inductive argument shows
that ∂mt u⃗x∈C3

T , for any m≥0.

We can likewise proceed to obtain

uxx=f
′′+

1

a1

∫ t

0

(
Ka1 ∗ [µu+uv−bwx]+[µux+(uv)x−bwxx]

)
dτ

−λ
∫ t

0

K ′
a1 ∗ [w(·,τ)v(·,τ)]dτ,

wxx=g
′′+

1

a1

∫ t

0

(
Ka1 ∗ [µw+wv+bux]+[µwx+(wv)x+buxx]

)
dτ

+λ

∫ t

0

K ′
a1 ∗ [u(·,τ)v(·,τ)]dτ,

vxx=h
′′+

1

c

∫ t

0

Kc ∗ [v+
1

2
(u2+w2+v2)]dτ+

1

c

∫ t

0

[vx+
1

2
(u2+w2+v2)x]dτ.

(3.26)

A similar argument like above allows us to deduce that uxx,wxx,vxx∈CT and induc-
tively, ∂mt u⃗xx∈C3

T , for any m≥0. It is now a straightforward verification using the
expressions obtained above that u⃗ solves (3.22) pointwise. Hence, the Proposition 3.1
is proved.

Indeed, more can be asserted as regard the regularity of solution for the system
(3.22)-(2.1).

Corollary 3.1. If f,g,h∈Ckb (R), k≥2 and u⃗ is a solution in C3
T of (3.22)-(2.1),

then u⃗ solves the system pointwise and ∂mt ∂
n
x u⃗∈C3

T , ∀m≥0 and 0≤n≤k.
A closer look at the expressions for ut,wt and vt reveals that actually for s>1/2,

the terms ut,wt and vt all lie in C
(
[0,T ],Hs+1(R)

)
. That is, taking one derivative in time

yields one more degree of smoothness in space. An inductive argument shows that for
s>1/2, the quantities ∂mt u,∂

m
t w,∂

m
t v∈C

(
[0,T ],Hs+1(R)

)
for m=1,2,. ... However, a

solution of (3.22) cannot acquire more spatial regularity than that of the initial data.
That is, ∀k≥0, if f,g,h∈Ckb (R) but f,g,h /∈Ck+1

b (R), then u⃗(·,t) /∈Ck+1
b (R)3, ∀t>0.

Because otherwise, suppose that for some t>0, u⃗(·,t)∈Ck+1
b (R)3, then at this value of t,

f(x)=u(x,t)−
∫ t
0
Ka1 ∗ [µu+uv−bwx]−λ

∫ t
0
Ka1 ∗(wv)dτ,

g(x)=w(x,t)−
∫ t
0
Ka1 ∗ [µw+wv+bux]+λ

∫ t
0
Ka1 ∗(uv)dτ,

h(x)=v(x,t)−
∫ t
0
Kc ∗ [v+ 1

2 (u
2+w2+v2)]dτ.

As u⃗∈Ck+1
b (R)3, so are (µu+uv−bwx), wv, (µw+wv+bux), uv, and

(
v+ 1

2 (u
2+w2+

v2)
)
. After the convolutions with Ka1 and Kc, we conclude that the right-hand sides of

the above expressions belong to Ck+1
b (R)3, a contradiction.

4. Global well-posedness
In this section, we will extend the local existence theories established in the previous

section to global results. Since all the local results for the four systems rest upon the
fact that the time intervals of existence T depend only on the norms of the initial data
∥(f,g)∥Hs×Hs , (s≥0 for the Schrödinger BBM-BBM system (1.4), while s>3/2 for the
other three with some H1-norm bounds on the initial data), the crux of the matter here
is to show that the Hs×Hs-norms of their solutions are bounded on any bounded time
interval. In the case of the Schrödinger BBM-BBM system, this settles immediately as
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the conserved quantity H2 is just the weighted H1×H1-norm which yields the needed
bound on the initial data ∥(f,g)∥H1×H1 . Consequently, the Schrödinger BBM-BBM
system (1.4) is globally well-posed in the Sobolev space H1×H1. The situation is
more challenging for the three systems (1.3), (1.5) and (1.6). As the local theories for
those three systems require that the initial data be taken from Hs×Hs for s>3/2, and
all the known conserved quantities associated with each of the three systems possess
only at most the first derivatives of the functions involved, we need to obtain a-priori
Hs×Hs-norm bounds in terms of the initial data through other means. We employ the
standard technique of multiplying each given equation in the systems by appropriate
corresponding derivatives and then performing integration by parts. The lowest value
of s that we can achieve using this approach is s=2. Because of this, our global results
pertaining to the other three systems are set in H2×H2. It is conceivable that one
might be able to obtain the a-priori Hs×Hs bounds, s>3/2, on the solutions of the
three systems through other techniques, in which case the global well-posedness for
these systems would be set in Hs×Hs, s>3/2. For ease of notation, through out this
section we will denote the norm ∥(f,g)∥H1×H1 as ∥(f,g)∥1.

4.1. The Schrödinger KdV-KdV system.
Lemma 4.1. Let s>3/2 and a0>0. There exist a constant C>0 depending only on
a0,b,c,λ,µ and a δ>0 such that

∥(u,v)∥1≤C(∥(ϕ,ψ)∥1+∥(ϕ,ψ)∥
5
3
1 ), t∈ [0,T ],

for any solution (u,v)∈C([0,T ],Y ) of the system (1.3) with initial data (ϕ,ψ)∈Y with
∥(ϕ,ψ)∥1≤ δ.

Proof. We recall the following two conserved quantities

H2(u,v)=

∫ ∞

−∞
(|u|2+v2)dx, (4.1)

and

H3(u,v)=

∫ ∞

−∞

(
a0
2
|ux|2+

c

2
v2x−

µ

2
|u|2− 1

2
|u|2v− 1

2
v2− 1

6
v3
)
dx

+
(λa0

2
− b

2

)
Im

∫ ∞

−∞
uuxdx+

(bλ
2
− λ2a0

2

)∫ ∞

−∞
v2dx (4.2)

associated with the Schödinger KdV-KdV system (1.3) when (u,v) is a smooth solution.
However, by a standard approximating argument due to the local existence Theorem
3.1, they also hold for any solution in C([0,T ],Y ). Thus, we can deduce from (4.2) that

a0
2
∥ux∥2+

c

2
∥vx∥2=H3(ϕ,ψ)+

∫ ∞

−∞

(µ
2
|u|2+ 1

2
|u|2v+ 1

2
v2+

1

6
v3
)
dx

−
(λa0

2
− b

2

)
Im

∫ ∞

−∞
uuxdx−

(bλ
2
− λ2a0

2

)∫ ∞

−∞
v2dx. (4.3)

Combining (4.3) and (4.1), we arrive at

a0∥ux∥2+c∥vx∥2≤2H3(ϕ,ψ)+max

{
µ,|1−bλ+a0λ2|

}
H2(ϕ,ψ)

+

∫ ∞

−∞

(
|u|2v+ 1

3
v3
)
dx−

(
λa0−b

)
Im

∫ ∞

−∞
uuxdx.
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Using the inequalities

|
∫ ∞

−∞
v|u|2dx|≤∥v∥L∞∥u∥2, |

∫ ∞

−∞
v3dx|≤∥v∥L∞∥v∥2,

and

|
∫ ∞

−∞
uuxdx|≤∥u∥∥ux∥, ∥v∥L∞ ≤∥vx∥

1
2 ∥v∥ 1

2 ,

we arrive at

a0∥ux∥2+c∥vx∥2≤2H3(ϕ,ψ)+max

{
µ,|1−bλ+a0λ2|

}
H2(ϕ,ψ)+∥vx∥

1
2 [H2(ϕ,ψ)]

5
4

+ |a0λ−b|∥ux∥[H2(ϕ,ψ)]
1
2 .

(4.4)

On the other hand, it is easy to see that

|H3(ϕ,ψ)|≤C1

(
∥(ϕ,ψ)∥21+∥(ϕ,ψ)∥31

)
, H2(ϕ,ψ)≤∥(ϕ,ψ)∥21, (4.5)

for some constant C1 depending only on a0,b,c,λ and µ. Let ξ(t)=∥(u,v)∥1 and r=
∥(ϕ,ψ)∥1, then it follows from (4.4) and (4.5) that

ξ(t)2≤C2[r
2+r3+r

10
3 ],

for some constant C2 depending only on a0,b,c,λ and µ because of Young’s inequality.
Therefore,

ξ(t)≤
√
C2(r+r

3
2 +r

5
3 )≤2

√
C2(r+r

5
3 )

and the lemma follows.

As explained above, the global well-posedness rests upon the argument that the
Y -norm (s>3/2) of the solutions of (1.3) are bounded on any bounded time interval.
However, due to the lack of conservation laws involving higher derivatives of solutions of
the Schrödinger KdV-KdV system, we opt for evaluating d

dt∥uxx∥
2 and d

dt∥vxx∥
2. The

following identities will come in handy whose proofs will appear in the Appendix.

Lemma 4.2. Let C denote various constants depending only on a0,b,c,λ and µ. The
following statements hold true
(1)

d

dt
(uxx,uxx)=Re

{
4(u,uxxvxxx)+6(uvxx,uxxx)+10(vuxx,uxxx)

}
−Π0, (4.6)

where Π0 is given by

Π0=2λIm{(vux,uxxx)+(uvx,uxxx)}

and satisfies that

|Π0|≤C
(
∥(ϕ,ψ)∥31+∥(ϕ,ψ)∥51

)
{∥uxx∥2+∥uxx∥∥vxx∥}.
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(2)

d

dt
(vxx,vxx)=10(vvxx,vxxx)+6Re(u,uxxvxxx)+4Re(uvxx,uxxx). (4.7)

(3)

d

dt
(v2x,v)=6c(vvxx,vxxx)+Π1 (4.8)

where Π1 is given by

Π1=
1

2
(2vvxx+v

2
x,(v

2)x+(|u|2)x),

and satisfies that

|Π1|≤C
(
∥(ϕ,ψ)∥31+∥(ϕ,ψ)∥51

)
∥vxx∥. (4.9)

(4)

d

dt
((|u|2)x,vx)=Re

{
6c(u,uxxvxxx)+(4c+2a0)(uvxx,uxxx)

}
+Π2 (4.10)

where Π2 is given by

Π2=
(
(|u|2)xx,vx+vvx

)
+2Re

(
uvxx,µux+ ibuxx+(uv)x+ iλuv

)
and satisfies

|Π2|≤C
[
∥(ϕ,ψ)∥1+∥(ϕ,ψ)∥51

]{
∥vxx∥+∥uxx∥2+∥vxx∥2

}
. (4.11)

(5)

d

dt
(v,|ux|2)=Re

{
(2a0−2c)(u,uxxvxxx)+(2a0−2c)(uvxx,uxxx)

+6a0(vuxx,uxxx)
}
+Π3,

(4.12)

where Π3 is given by

Π3=−(|ux|2,vx+vvx+
1

2
(|u|2)x)+2Re

{(
(vux)x,µux+ ibuxx+(uv)x+ iλuv

)}
and satisfies

|Π3|≤C
[
∥(ϕ,ψ)∥

3
2
1 +∥(ϕ,ψ)∥51

][
∥uxx∥+∥uxx∥

3
2 +∥vxx∥

]
. (4.13)

With the above lemma in hand, we now proceed to show that the H2−norm of a
solution of the Schrödinger KdV-KdV system given in Theorem 3.1 is bounded in any
finite time under certain conditions.

Lemma 4.3. Let a0>0 satisfying 5c2+5a0c−a20>0 and let (u,v)∈C([0,T ],H2×H2)
be any solution to (1.3). Then the following estimate

∥uxx∥2+∥vxx∥2≤
{
C1

[
∥(ϕ,ψ)∥1+∥(ϕ,ψ)∥51+∥ϕxx∥2

+∥ψxx∥2
]
+1

}
eC2[∥(ϕ,ψ)∥1+∥(ϕ,ψ)∥5

1]t−1
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holds as long as (u,v) exists, where C1,C2 depend only on a0,b,c,λ and µ.

Proof. First we observe that the identities (4.6), (4.7), (4.8), (4.10) and (4.12) can
be rearranged in the following form

d
dt (uxx,uxx)+Π0

d
dt (vxx,vxx)

d
dt ((vx)

2,v)−Π1
d
dt (uux,vx)−Π2
d
dt (v,(ux)

2)−Π3

=A


(vvxx,vxxx)

Re(u,uxxvxxx)
Re(uvxx,uxxx)
Re(vuxx,uxxx)

, (4.14)

where the matrix A is given by

A=


0 4 6 10
10 6 4 0
6c 0 0 0
0 6c 4c+2a0 0
0 2a0−2c 2a0−2c 6a0

.

Let C⃗ denote the row vector (c1,c2,c3,c4,c5). We want to find a linear combination
of the vector on the left-hand side of (4.14) that equates to zero, or equivalently, we
consider the following homogeneous linear system

C⃗A=0⃗.

A direct calculation shows that a basis for the solution set is given by

c1=
3a0
5
,c2=

5c2+5ca0−a20
15a0

,c3=
5c2+5ca0−a20

−9ca0
,c4=−2a0+c

3a0
,c5=−1.

Thus, we arrive at

c1

[ d
dt

(uxx,uxx)+Π0

]
+c2

d

dt
(vxx,vxx)+c3

[ d
dt

((vx)
2,v)−Π1

]
+c4

[ d
dt

(uux,vx)−Π2

]
+c5

[ d
dt

(v,(ux)
2)−Π3

]
=0

which can be rewritten compactly as

c1
d

dt
(uxx,uxx)+c2

d

dt
(vxx,vxx)=Π4 (4.15)

where Π4 is defined by

Π4=−c3
d

dt
((vx)

2,v)−c4
d

dt
(uux,vx)−c5

d

dt
(v,(ux)

2)−c1Π0+c3Π1+c4Π2+c5Π3.

Consequently, an H2×H2−bound on the solution of (1.3) can be obtained if c1 and
c2 are of the same sign. As c1>0, we need c2>0 which holds true if and only if
5c2+5a0c−a20>0. Now,

|
∫ t

0

Π4ds|≤η(∥(ϕ,ψ)∥1)+η(∥(ϕ,ψ)∥1)
∫ t

0

[
(∥uxx∥2+∥vxx∥2)

1
2 +∥uxx∥2+∥vxx∥2

]
ds

(4.16)
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by (4.9), (4.11), (4.13) and where the function η(r) is from Lemma 4.1 given by η(r)=
C(r+r5) with the constant C depending only on a0,b,c,λ,µ. Setting ξ(t)=∥uxx∥2+
∥vxx∥2 and combining (4.15) with (4.16), we arrive at

min{c1,c2}ξ(t)≤max{c1,c2}ξ(0)+η(∥(ϕ,ψ)∥1)+η(∥(ϕ,ψ)∥1)
∫ t

0

[
√
ξ(s)+ξ(s)]ds

≤max{c1,c2}ξ(0)+η(∥(ϕ,ψ)∥1)+η(∥(ϕ,ψ)∥1)
∫ t

0

(2ξ(s)+1)ds.

It then follows that

2ξ(t)+1≤A0+A1

∫ t

0

(2ξ(s)+1)ds,

where

A0=
2

min{c1,c2}
[max{c1,c2}ξ(0)+η(∥(ϕ,ψ)∥1)]+1,

and

A1=
2η(∥(ϕ,ψ)∥1)
min{c1,c2}

.

Consequently, an application of Gronwall’s inequality deduces that

2ξ(t)+1≤A0e
A1t

as long as the solution (u,v) exists. Therefore

∥uxx∥+∥vxx∥≤
√
2ξ(t)≤

√
A0eA1t−1.

This completes the proof of the lemma.

Lemmas 4.1 and 4.3 reveal the important fact that any local solution to the
Schrödinger KdV-KdV system (1.3) in H2×H2 is bounded on finite interval [0,T ].
Thus, we can repeatedly use the local existence Theorem 3.1 to extend the local solu-
tion to the global one.

Theorem 4.1.

(i) Let a0,c>0 satisfying 5c2+5a0c−a20>0. There exists a δ>0 such that for any
initial data (f,g)∈H2×H2 with ∥(f,g)∥1≤ δ, there is a unique global solution
(u,v)∈C([0,∞),H2×H2)

⋂
C1([0,∞),H−1×H−1) to (1.3)-(2.1).

(ii) The map (f,g)→
(
u(t),v(t)

)
is continuous in the H2×H2-norm. More precisely,

if (fn,gn)∈H2×H2, n=1,2, ·· · , with ∥(fn,gn)−(f,g)∥H2×H2 →0 and T <∞, the
solution (un,vn) for

(
un(0),vn(0)

)
=(fn,gn) exists on [0,T ] for sufficiently large n

and ∥(un,vn)−(u,v)∥H2×H2 →0 uniformly in t∈ [0,T ].

4.2. The Schrödinger KdV-BBM system.
Theorem 4.2. Let a0>0. There exists a δ>0 such that for any initial data
(f,g)∈H2×H2 with ∥(f,g)∥1≤ δ, there is a unique solution (u,v)∈C([0,T ],H2×
H2)

⋂
C1([0,T ],H−1×H−1) to (1.5)-(2.1). Moreover, the map (f,g)→

(
u(t),v(t)

)
is continuous in the H2×H2-norm. That is, if (fn,gn)∈H2×H2, n=1,2, ·· · ,
with ∥(fn,gn)−(f,g)∥H2×H2 →0 and T <∞, the solution (un,vn) for

(
un(0),vn(0)

)
=

(fn,gn) exists on [0,T ] for sufficiently large n and ∥(un,vn)−(u,v)∥H2×H2 →0 uniformly
in t∈ [0,T ].
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4.3. The Schrödinger BBM-KdV system.
Theorem 4.3. Let a1>0. There exists a δ>0 such that for any initial data
(f,g)∈H2×H2 with ∥(f,g)∥1≤ δ, there is a unique solution (u,v)∈C([0,T ],H2×
H2)

⋂
C1([0,T ],H−1×H−1) to (1.6)-(2.1). Moreover, the map (f,g)→

(
u(t),v(t)

)
is continuous in the H2×H2-norm. That is, if (fn,gn)∈H2×H2, n=1,2, ·· · ,
with ∥(fn,gn)−(f,g)∥H2×H2 →0 and T <∞, the solution (un,vn) for

(
un(0),vn(0)

)
=

(fn,gn) exists on [0,T ] for sufficiently large n and ∥(un,vn)−(u,v)∥H2×H2 →0 uniformly
in t∈ [0,T ].

4.4. The Schrödinger BBM-BBM system. Recall that after equating the
real and imaginary parts, the Schrödinger BBM-BBM system (1.4) becomes the system
(3.22). We also recall from the introduction that the subspace of Cb, such that all of
its members vanish at infinity, will be denoted as C∞

0 , that C0,T =C([0,T ],C∞
0 ) and

C3
0,T =C([0,T ],C∞

0 ×C∞
0 ×C∞

0 ). The precise statement for the global well-posedness of
the Schrödinger BBM-BBM system (1.4) is below.

Theorem 4.4. Let f,g∈H1(R). There exists a unique global solution u⃗(x,t)∈
H1(R)×H1(R) to the Cauchy problem (1.4) with u⃗(0)=(f,g) that depends continuously
on the initial data. Moreover, if f,g∈H1(R)∩C2

b (R) then ∂mt ∂
k
x u⃗∈C([0,T ],H1(R)),

and ∂mt ∂
k
x u⃗→0 as x→±∞, ∀T >0, 0≤k≤2, m≥0.

The following proposition is useful in extending the local existence obtained in
Section 3 to a global result.

Proposition 4.1. Let u⃗ be the solution in C3
T of (3.22)-(2.1) with f,g,h∈Ckb (R) for

some k≥0 such that

f,g,h,f ′,g′,h′ ·· · ,f (p),g(p),h(p)→0 as x→±∞,

for some p≤k. Then, for 0≤ t≤T,

∂lx∂
m
t u⃗→0 as x→±∞,

for any 0≤ l≤p and ∀m≥0.

Proof. Set u⃗=(u,w,v). For n≥1, let u⃗n=Au⃗n−1 and u⃗0= u⃗(0). Notice that u⃗0=0
as x→±∞ by the assumption.

Claim: If u⃗∈C3
0,T , then Ka1 ∗u,Ka1 ∗w and Kc ∗v∈C0,T . To see this, fix ϵ>0; then,

there exists an η1>0 such that for all x≥η1∣∣∣∫ ∞

−∞
e−|x−y|u(y,t)dy

∣∣∣≤e−x∫ η1

−∞
ey|u(y,t)|dy+ sup

y≥η1
|u(y,t)|

∫ ∞

η1

e−|x−y|dy

≤eη−x sup
y∈R,0≤t≤T

|u(y,t)|+2 sup
y≥η1

|u(y,t)|.

Moreover, as u→0 when y→±∞, for any fixed t there exists an η2>0 such that
|u(y,t)|≤ ϵ

4 for all y≥η2. Set η=max{η1,η2}. Then for all x≥η, the first term is
less than ϵ

2 . The same can be said when x→−∞. Thus, Ka1 ∗u∈C3
0,T .

Exact same technique applies for all the convolutions appearing in Equation (3.23),
using the facts that for k>0

K ′
k=−1

k
Mk+

δ

k
,
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∣∣∣(x)≤∥w∥∞

(
|Kk|∗ |z|

)
(x),

for all x∈R. Thus, from the claim, it follows immediately that u⃗1=Au⃗0 vanishes at ±∞
and by induction, u⃗n=Au⃗n−1 also vanishes at ±∞. As A is a contraction mapping and
C3
0,T is a Banach space, it follows that u⃗n→ u⃗ in C3

0,T . Now,

ut(x,t)=

∫ ∞

−∞

(
Ka1(x−y)[µu(y,t)+u(y,t)v(y,t)−bwy(y,t)]

+λMa1(x−y)w(y,t)v(y,t)
)
dy,

wt(x,t)=

∫ ∞

−∞

(
Ka1(x−y)[µw(y,t)+w(y,t)v(y,t)+buy(y,t)]

−λMa1(x−y)u(y,t)v(y,t)
)
dy,

vt(x,t)=

∫ ∞

−∞
Kc(x−y)[v(y,t)+

1

2
u2(y,t)+

1

2
w2(y,t)+

1

2
v2(y,t)]dy,

Thus, ut,wt,vt∈C0,T , and inductively, ∂mt u⃗∈C3
0,T ,∀m≥0. Moreover, if p≥1, then

ux=f
′− 1

a1

∫ t

0

(
Ma1 ∗ [µu+uv−bwx]− [µu+uv−bwx]

)
dτ

−λ
∫ t

0

Ka1 ∗ [w(·,τ)v(·,τ)]dτ,

wx=g
′− 1

a1

∫ t

0

(
Ma1 ∗ [µw+wv+bux]− [µw+wv+bux]

)
dτ

+λ

∫ t

0

Ka1 ∗ [u(·,τ)v(·,τ)]dτ,

vx=h
′− 1

c

∫ t

0

(
Mc ∗ [v+

1

2
(u2+w2+v2)]dτ− [v+

1

2
(u2+w2+v2)]

)
dτ.

As (µu+uv+bwx)∈C0,T , we have
∫ t
0
(µu+uv+bwx)dτ ∈C0,T and the same thing holds

true for each and every term on the right-hand side of the above system. Hence
ux,wx,vx∈C0,T . The assertion that uxx,wxx,vxx∈C0,T follows the exact same lines
using (3.26) instead. An inductive argument now completes the proof of the proposi-
tion.

The following proposition follows immediately from the conserved quantity H2(u,v)
associated with the system (1.4) found in [15] and mentioned in Section 1 above. As
this quantity is just the weighted H1-norm of (u,v), we denote it as H1

a1,c-norm.

Proposition 4.2. Let f,g∈Ckb (R)∩H1(R), k≥2. Then the solution u⃗(x,t) of (1.4)-
(2.1) lies in H1(R)×H1(R), for all 0≤ t<+∞, and

∥u⃗(·,t)∥H1
a1,c

=∥u⃗(·,0)∥H1
a1,c

=

∫ ∞

−∞

(
|u|2+a1|ux|2+v2+cv2x

)
dx.

Remark 4.1. The above two propositions say that indeed u⃗ is a classical solution of
the system (1.4) whenever f,g∈Ckb (R)∩H1(R), k≥2.
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Proof. (Proof of Theorem 4.4.) To extend the local solution obtained in Section
3 to a global one, we can repeat the same argument using u⃗(x,T ) as the new initial
data. Thus we are done if we can show that supx |u⃗(x,t)| is bounded on bounded time
intervals. But this is true since for all functions h∈H1,

h2(x)=2

∫ x

−∞
h(y)h′(y)dy≤

∫ ∞

−∞
[|h(y)|2+ |h′(y)|2]dy=∥h∥2H1 ,

which implies that

|u⃗(x,t)|2≤∥u⃗∥2H1 ≤max{1, 1
a1
,
1

c
}∥u⃗(·,t)∥2H1

a1,c
=max{1, 1

a1
,
1

c
}∥u⃗(·,0)∥2H1

a1,c
.

Thus, there is one universal bound for u⃗(x,t) which is independent of t. The fact that
solution of (1.4) depends continuously on initial data follows from Theorem 3.4 while
uniqueness of the solution is straightforward to see. Moreover, if f,g∈H1∩C2

b , then
f,g,f ′,g′→0 as x→±∞. Thus, it follows from Proposition 4.1 that ∂mt ∂

k
x u⃗∈C3

0,T , m≥0.

Acknowledgement. The first author is supported by NSFC-11971191 and
12171185 and gratefully acknowledges financial support from the China Scholarship
Council.

Appendix. Proof. (Proof of Lemma 4.2.) To see (1), multiplying the first
equation in (1.3) by D4u and the conjugate of the first equation by D4u, adding the
results together, followed by an integration with respect to the variable x, we obtain

d

dt
(uxx,uxx)=2Re

(
(uv)xx,uxxx

)
−2λIm{(vux,uxxx)+(uvx,uxxx)}. (A.1)

On the other hand, noting that(
(uv)xx,uxxx

)
=(uvxx,uxxx)+2(uxvx,uxxx)+(vuxx,uxxx), (A.2)

and

(uxvx,uxxx)=−(uxxvx,uxx)−(uxvxx,uxx)

=2Re(vuxx,uxxx)+(u,uxxvxxx)+(uvxx,uxxx).
(A.3)

Statement (1) then follows from (A.1), (A.2) and (A.3).

To see (2), multiplying the second equation in (1.3) by D4v then integrating with
respect to variable x, we arrive at

d

dt
(vxx,vxx)=

(
(v2+ |u|2)xx,vxxx

)
. (A.4)

Moreover,

(|ux|2,vxxx)=−2Re(ux,uxxvxx)
=2Re(u,uxxvxxx)+2Re(vxxu,uxxx).

(A.5)

This implies that(
(|u|2)xx,vxxx

)
=2Re(u,uxxvxxx)+2(|ux|2,vxxx)
=6Re(u,uxxvxxx)+4Re(uvxx,uxxx).

(A.6)
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We also have (
(v2)xx,vxxx

)
=10(vvxx,vxxx). (A.7)

Statement (2) then follows from (A.4),(A.6) and (A.7).

To see (3), notice first that

d

dt

(
(vx)

2,v
)
=(2vvx,vxt)+

(
(vx)

2,vt
)

=−2
(
vvxx+(vx)

2,vt
)
+
(
(vx)

2,vt
)

=−
(
2vvxx+(vx)

2,vt
)
.

(A.8)

Using the second equation in (1.3), we deduce that

−
(
2vvxx+(vx)

2,vt
)
=
(
2vvxx+(vx)

2,vx+vvx+cvxxx+
1

2
(|u|2)x

)
= c(2vvxx,vxxx)+c

(
(vx)

2,vxxx
)

+
(
2vvxx+(vx)

2,vx+vvx+
1

2
(|u|2)x

)
. (A.9)

Notice that (
(vx)

2,vxxx
)
=4(vvxx,vxxx).

Then, (A.9) can be rewritten as

−
(
2vvxx+(vx)

2,vt
)
=6c(vvxx,vxxx)+

(
2vvxx+(vx)

2,vx+vvx+
1

2
(|u|2)x

)
. (A.10)

Since (
2vvxx+(vx)

2,vx
)
=0,

the Equation (4.8) follows directly from (A.8) and (A.10). We also have

|
(
2vvxx,(v

2)x+(|u|2)x
)
|≤4{∥v∥31+∥u∥21∥v∥1}∥vxx∥,

by the Hölder inequality, and then an integration by parts yields

|
(
(vx)

2,(v2)x+(|u|2)x
)
|= |(2vxvxx,v2+ |u|2)|≤2{∥v∥31+∥u∥21∥v∥1}∥vxx∥.

Thus, summing over the above inequalities implies

|Π1|≤3{∥v∥31+∥u∥21∥v∥1}∥vxx∥.

Item (4.9) now follows from Lemma 4.1.

To see (4), notice first that

d

dt

(
(|u|2)x,vx

)
=2Re

{
(uux,vxt)+(uxvx,ut)+(uvx,uxt)

}
=−

(
(|u|2)xx,vt

)
−2Re(uvxx,ut)}.

(A.11)

Again, using the equations in (1.3), we obtain

−
(
(|u|2)xx,vt

)
=
(
(|u|2)xx,vx+vvx+cvxxx+

1

2
(|u|2)x

)
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= c
(
(|u|2)xx,vxxx

)
+
(
(|u|2)xx,vx+vvx

)
=Re

{
6c(u,uxxvxxx)+4c(uvxx,uxxx)

}
+
(
(|u|2)xx,vx+vvx

)
(A.12)

where an application of (A.6) was used, and

−(uvxx,ut)=
(
uvxx,µux+a0uxxx+ ibuxx+(uv)x+ iλuv

)
=a0(uvxx,uxxx)+

(
uvxx,µux+ ibuxx+(uv)x+ iλuv

)
.

(A.13)

Combining (A.11), (A.12) and (A.13) we arrive at (4.10). Next, one can follow the same
technique used in proving (4.9) above

|Π2|≤C
{(

∥u∥21+∥u∥21∥v∥1
)
∥vxx∥+∥u∥1∥uxx∥∥vxx∥

}
holds. Consequently, (4.11) follows from Lemma 4.1 and Hölder’s inequality.

To see (5), notice that

d

dt
(v,|ux|2)=(vt,|ux|2)+2Re(vux,uxt)

=
(
|ux|2,vt

)
−2Re

(
(vux)x,ut

)
=−

(
|ux|2,vx+vvx+cvxxx+

1

2
(|u|2)x

)
+Re

{
2
(
(vux)x,µux+a0uxxx+ ibuxx+(uv)x+ iλuv

)}
=−c(|ux|2,vxxx)+2a0Re

(
(vux)x,uxxx

)
−
(
|ux|2,vx+vvx+

1

2
(|u|2)x

)
+Re

{
2
(
(vux)x,µux+ ibuxx+(uv)x+ iλuv

)}
, (A.14)

where we have utilized the two equations in (1.3). By (A.3)

2a0Re
(
(vux)x,uxxx

)
=2a0Re

{
(vuxx,uxxx)+(vxux,uxxx)

}
=Re

{
6a0(vuxx,uxxx)+2a0(u,uxxvxxx)+2a0(uvxx,uxxx)

}
,

(A.15)

and by (A.5)

−c(|ux|2,vxxx)=Re
{
−2c(uvxx,uxxx)−2c(u,uxxvxxx)

}
. (A.16)

Consequently, (4.12) follows immediately from (A.14), (A.15) and (A.16). The estimate

|Π3|≤C
{
[∥u∥31+∥v∥21∥u∥1+∥u∥1∥v∥1]∥uxx∥+∥uxx∥

3
2 ∥u∥

1
2
1 ∥v∥1+∥u∥21∥v∥1∥vxx∥

}
.

can be proved using the same approach as in statements (3) and (4) above. Thus, (4.13)
follows from Lemma 4.1 again.
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