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A FULLY DISCRETE LOW-REGULARITY INTEGRATOR FOR
THE KORTEWEG-DE VRIES EQUATION∗

YONGSHENG LI† AND FANGYAN YAO‡

Abstract. In this paper we propose a fully discrete low-regularity integrator for the Korteweg-de
Vries equation on the torus. This is an explicit scheme and can be computed with a complexity of
O(N logN) operations by fast Fourier transform, where N is the degrees of freedom in the spatial
discretization. We prove that the scheme is first-order convergent in both time and space variables in
Hγ -norm for Hγ+1 initial data under Courant-Friedrichs-Lewy condition N ≥1/τ , where τ denotes the
temporal step size. We also carry out numerical experiments that illustrate the convergence behavior.

Keywords. The KdV equation; low regularity; fully discrete; fast Fourier transform.

AMS subject classifications. 65M12; 65M15; 35Q55.

1. Introduction
In this paper, we are concerned with the numerical solution of the KdV equation∂tu(t,x)+∂3

xu(t,x)=
1

2
∂x(u(t,x))

2, t>0, x∈T,

u(0,x)=u0(x), x∈T,
(1.1)

on the one-dimensional torus T=R/2πZ with initial data u0∈Hs0(T), where u(t,x) is
a real-valued function and 0≤s0<∞ indicates the regularity of the initial data.

The Korteweg-de Vries (KdV) equation is a model describing the evolution of weakly
nonlinear long waves. It arises from the shallow water waves propagating in a channel
[14]. This equation has many important properties and applications, and thus has
attracted a lot of attention in the field of mathematics and physics. There is a large
amount of work devoted to the wellposedness of the KdV equation, in particular, in
function spaces of low regularity. For example, for the global wellposedness of the KdV
equation for initial data in Hs with s≥−1, we refer readers to, e.g. [1, 11, 13]. It is
also very popular to study the numerical solution of the KdV equation, especially the
issues about the error estimates, stability and the convergence rate of the numerical
solution. So far, various numerical discretization methods have been established, such
as finite difference methods [2, 3, 7, 22], operator splitting [8–10, 21], and exponential
integrators [4, 5].

Finite-difference formats are easy to construct, but usually require the solutions to
be sufficiently smooth. For finite difference methods on the KdV equation, schemes
proposed in [22] are conditionally stable and require the stability condition on the time
step τ and the mesh size h, τ =O(h3). Thereafter, in order to extend the stability
domain, an unconditionally stable implicit scheme was derived in [3]. In the case where
the initial value has sufficiently high regularity u0∈H3, a fully discrete finite difference
scheme was proved to be convergent under Courant-Friedrichs-Lewy (CFL) condition

τ =O(h
3
2 ) in [7]. However, no convergence rate was obtained there. By considering the
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explicit Rusanov scheme for the hyperbolic flux term and a 4-point θ-scheme for the dis-
persive term, the first-order convergence rate was obtained for solution in H6(R) under
a hyperbolic CFL condition τ =O(h) when θ≥ 1

2 and under an ‘Airy’ CFL condition
τ =O(h3) when θ< 1

2 in [2]. The operator splitting methods also require the solutions
to have a certain smoothness. For operator splitting methods on the KdV equation, the
Strang splitting methods in [8,9] converge with the expected rates if the initial data are
sufficiently regular. The schemes have first- and second-order convergence rates in Hγ

for rough initial data in Hγ+3 and Hγ+5, respectively.

Exponential integrators are effective in relaxing the regularity restriction. They
have been widely used for solving partial differential equations including hyperbolic and
parabolic problems, whose computational benefits have been exhibited by some typi-
cal applications (see e.g. [4, 5]). For the KdV equation, there has been some literature
devoted to the approximation of the numerical solution by exponential integrator meth-
ods. For example, an exponential-type integrator was proposed to obtain the first-order
convergence in H1 with initial data u0∈H3 by twisting technique [6]. Based on expo-
nential integrator, the so-called low-regularity integrators are proposed to further reduce
regularity requirements. The first- and second-order convergence in Hγ were investi-
gated under Hγ+1-data and Hγ+3-data by introducing the embedded exponential-type
low-regularity integrators [24, 25]. Very recently, the convergence in L2 was achieved
under Hγ-data in [16]. The scheme preserving the underlying geometric structure of
the continuous problem was introduced in [17]. For the modified Korteweg-de Vries
equation, the first-order accuracy was obtained by requiring the boundedness of one
additional spatial derivative of the solution [18].

All the schemes considered above are semi-discrete, for fully discrete schemes of KdV
equation, a Lawson-type exponential integrator was introduced to get the first-order
convergence rate in both time and space under the CFL condition τ =O(h) for initial
data in H3 [19]. A fully discrete symmetric exponential-type low-regularity integrator
for nonlinear Klein-Gordon equation was proposed in [23]. Fully discrete schemes for
the nonlinear Schrödinger equation were designed in [15,20].

Motivated by the semi-discretized (in time) scheme of the KdV equation proposed
in [24], our purpose in the present paper is to construct a fully discrete low-regularity
integrator and obtain the first-order convergence in both time and space in Hγ-norm
for initial data in Hγ+1. The main difficulty comes from the fact that the symmetry is
broken, making it necessary to do a more detailed design of the temporal discretization.
For spatial discretization, we construct the spatial low-regularity exponential integrator
based on frequency truncation, which has been used to derive the fully discrete integrator
for nonlinear Schrödinger equation in [15]. One main difficulty of full discretization is
the proof of stability. After frequency truncation, the terms containing high frequencies
are not easy to control because there is a derivative in the nonlinear term of the KdV
equation. Therefore, we have to use the CFL condition to get the desired stability
estimate.

The rest of this paper is arranged as follows. First, in Section 2 we give some
preliminaries, including the notations and some foundational lemmas. We also present
our fully discrete low-regularity integrator and state the main convergence result of this
paper. In Section 3, we present the construction of the numerical scheme. In Section
4, we prove the main convergence theorem of this paper, including error and stability
estimates. Finally, we provide numerical experiments to support our theoretical analysis
in Section 5.
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2. Preliminaries and main result
In this section, we give some notations and some foundational lemmas. We also

state the main convergence result of this paper.

2.1. Some notations. We denote by ⟨·, ·⟩ and ∥·∥ the inner product and the
norm in L2(T), i.e.,

⟨f,g⟩=
∫
T
f(x)g(x)dx, ∥f∥L2(T)=

√
⟨f,f⟩.

For s≥0, we adopt the standard Sobolev space Hs(T) with the following norm∥∥f∥∥2
Hs(T)=

∥∥Jsf
∥∥2
L2(T)=2π

∑
k∈Z

(1+k2)s|f̂k|2,

where the operator Js=(1−∂2
x)

s
2 is defined by Jsf =

∑
k∈Z

(1+k2)
s
2 f̂ke

ikx and f̂k are the

Fourier coefficients of function f ,

f̂k=
1

2π

∫
T
e−ixkf(x)dx.

Then, the Fourier inverse transform is correspondingly denoted as(
F−1f̂k

)
(x)=

∑
k∈Z

eixkf̂k. (2.1)

For convenience, we employ some additional notations, which will be used frequently in
the following. At first, we define the operator ∂−1

x for function f on T as

̂(∂−1
x f)k=

{
(ik)−1f̂k, when k ̸=0,

0, when k=0.
(2.2)

Furthermore, let PN and P>N be projection operators, which keep the frequencies in the
domains |k|≤N and |k|>N , respectively. More specifically, for an arbitrary positive
integer N , PN and P>N can be written as

PNf =

N∑
k=−N

eixkf̂k, P>Nf =f−PNf. (2.3)

In particular, for the zero-mode operator, we have

P0f = f̂0=
1

2π

∫
T
f(x)dx.

Let P be the orthogonal projection onto the space of mean zero functions, i.e.

Pf(x)=f(x)−P0f. (2.4)

In view of spatial discretization in the numerical scheme, for every product of two
(2N+1)-term Fourier series, we use a (4N+1)-point fast Fourier transform (FFT) and
truncate it to obtain the (2N+1)-term Fourier series again. More details can be seen
as follows.
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Denote by I2N the (4N+1)-point trigonometric interpolation operator

I2Nf(x)=

2N∑
k=−2N

eikxf̃k, (2.5)

where

f̃k=
1

4N+1

2N∑
n=−2N

e−ikxnf(xn), xn=
2πn

4N+1
, n=−2N, ·· · ,2N,

can be computed with complexity O(N logN) by FFT. From the above definition, we

observe that if the Fourier coefficients f̂k of the function f satisfy f̂k=0 for |k|>2N ,

then I2Nf =f and f̃k= f̂k.
Let SN be the space that consists of all functions f ∈L2(T) satisfying f̂k=0 for

|k|>N . If f and g∈SN , we store f̂k= ĝk=0 for N < |k|≤2N in the computer, then
f = I2Nf and g= I2Ng can be computed by (2.5) and FFT with cost O(N logN). For the

product of f and g, we have the Fourier coefficients (̂fg)k=0 for |k|>2N , which implies
that fg= I2N (fg). Hence, computing the Fourier coefficients of PNI2N (fg)∈SN is of
O(N logN) complexity. So, we conclude that for f and g∈SN , computing the Fourier
coefficients of PN (fg)∈SN is also of O(N logN) complexity.

In the sequal, we use A≲B or B≳A to denote the statement that A≤CB for some
absolute constant C>0 which may vary from line to line but independent of τ , N and
n, and we denote A∼B for A≲B≲A.

2.2. Some foundational lemmas. We first state the following estimates which
will be used frequently below. The first estimate is the Kato-Ponce inequality which
was originally proved in [12] and other estimates were given in [24].

Lemma 2.1. For γ > 1
2 , the following inequalities hold:

(1) For any f , g∈Hγ , we have∥∥fg∥∥
Hγ ≲∥f∥Hγ∥g∥Hγ . (2.6)

(2) For any f ∈Hγ , g∈Hγ+1, we have〈
Jγ∂x(fg),J

γf
〉
≲∥f∥2Hγ∥g∥Hγ+1 . (2.7)

Now we present a lemma for the nonlinear term on [tn,tn+1], which will be frequently
used later. The proof can be seen in [24].

Lemma 2.2. For τ >0, we have
(1) For any t∈ [0,τ), f(t,·), g(t,·)∈L2, and f̂(t,0)= ĝ(t,0)=0. Then for any tn≥0,

we have ∫ τ

0

e(tn+t)∂3
x∂x

(
e−(tn+t)∂3

xf(t) ·e−(tn+t)∂3
xg(t)

)
dt

=
1

3
etn+1∂

3
x

(
e−tn+1∂

3
x∂−1

x f(τ) ·e−tn+1∂
3
x∂−1

x g(τ)
)

− 1

3
etn∂

3
x

(
e−tn∂

3
x∂−1

x f(0) ·e−tn∂
3
x∂−1

x g(0)
)

− 1

3

∫ τ

0

e(tn+t)∂3
x

(
e−(tn+t)∂3

x∂−1
x ∂tf(t) ·e−(tn+t)∂3

x∂−1
x g(t)

+e−(tn+t)∂3
x∂−1

x f(t) ·e−(tn+t)∂3
x∂−1

x ∂tg(t)
)
dt.
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(2) Let tn≥0, γ> 1
2 , f , g∈L∞((0,T );Hγ), and f̂(tn,0)= ĝ(tn,0)=0. Then the

following inequality holds∥∥∥∫ τ

0

e(tn+t)∂3
x∂x

(
e−(tn+t)∂3

xf(tn) ·e−(tn+t)∂3
xg(tn)

)
dt
∥∥∥
Hγ

≲
√
τ∥f∥L∞((0,T );Hγ)∥g∥L∞((0,T );Hγ).

2.3. The main result of the fully discrete integrator. For fixed time
T and a positive integer L, we denote by τ the temporal step size given by τ =T/L.
Correspondingly, tn=nτ , n=1,·· · ,L are discretization points in the time interval [0,T ].
Then, we construct the fully discrete low-regularity integrator for Equation (1.1) in the
following way:

un+1
τ,N =Φn

τ,N (un
τ,N ), (2.8)

where u0
τ,N =PNI2Nu0 and the operator Φn

τ,N is defined by

Φn
τ,N (f)=e−τ∂3

xf+
1

6
PN

(
e−τ∂3

x∂−1
x f

)2

− 1

6
e−τ∂3

xPN

(
∂−1
x f

)2

+
1

18
P
[
PN

(
e−τ∂3

x∂−1
x f ·∂−1

x PN

(
e−τ∂3

x∂−1
x f

)2)]
− 1

18
P
[
PN

(
e−τ∂3

x∂−1
x f ·e−τ∂3

x∂−1
x PN

(
∂−1
x f

)2)]
− 1

54
∂−1
x PN

[
e−τ∂3

x∂−1
x f ·PN

(
e−τ∂3

x∂−1
x f

)2]
+

1

54
e−τ∂3

x∂−1
x PN

[
∂−1
x f ·PN

(
∂−1
x f

)2]
− τ

18
e−τ∂3

x∂−1
x PN

[
f ·PN

(
f
)2]

+
τ

6
e−τ∂3

x∂−1
x f ·P0(f)

2, f ∈SN . (2.9)

Then, we observe that the numerical flow Φn
τ,N is a mapping from f to Φn

τ,N (f)∈SN .
The scheme is explicit and can be computed with cost O(N logN) by FFT. Indeed,

for the initial data u0
τ,N =PNI2Nu0, we deduce first that it can be computed by FFT

from the above analysis. Then, we note that the scheme consists only of the forms eiτ∂
2
xf

and PN (fg), and these terms can be computed with computational cost O(N logN) by
FFT.

Moreover, it preserves the mean-value of the solution of the KdV equation (1.1) at
the discrete level, i.e. ∫

T
un
τ,N (x)dx≡

∫
T
u0(x)dx, 0≤nτ ≤T.

We now present the convergence theorem of the fully discrete integrator in (2.9),
which will be proved in Section 4.

Theorem 2.1. Assume that u0∈Hγ+1(T) for some γ> 1
2 , and u(t,·) is the solution

to (1.1). Given a fixed time T >0, let un
τ,N be the numerical solution of the scheme

(2.9) with û0=0 and N ≥1/τ . Then there exist constants τ0, C>0 such that for any
0<τ ≤ τ0 we have

∥u(tn, ·)−un
τ,N∥Hγ ≤C(τ+N−1), 0≤nτ ≤T, (2.10)

where the constants τ0 and C depend only on T and ∥u∥L∞((0,T );Hγ+1).
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3. The construction of the low-regularity integrator
In this section, we derive the fully discrete low-regularity integrator. The process

is based on the frequency truncation and harmonic analysis techniques. In particular,
without loss of generality, we shall assume the zero-mode of initial data u0 to be zero.
Then û(t,0)=0 for any t≥0 by the conservation law.

Let τ be the time step. First we introduce the twisted function v=e∂
3
xtu. Then by

the Duhamel’s formula initiated from tn=nτ we have:

v(tn+ t)=v(tn)+
1

2

∫ t

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(tn+s)
)2

ds

=v(tn)+
1

2
Fn(v(tn+ t),t), (3.1)

where Fn is defined as

Fn(v,t)=

∫ t

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(s)
)2
ds. (3.2)

Inserting the Duhamel’s formula v(tn+s) into (3.1) and taking t= τ leads to the trans-
formed formulation

v(tn+1)=v(tn)+
1

2

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

x

(
v(tn)+

1

2
Fn(v(tn+s),s)

))2

ds.

First of all, for n≥0, we approximate Fn

(
v(tn+ t),s

)
by Fn

(
v(tn),s

)
in the above

integral to get

v(tn+1)≈v(tn)+
1

2

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

x

(
v(tn)+

1

2
Fn(v(tn),s)

))2

ds.

Our aim is to get the first-order convergence in time and space. In order to make the
analysis simpler, we will get rid of higher-order terms. Let

v(tn+1)=v(tn)+
1

2

(
I(tn)+II(tn)+R1(v)

)
, (3.3)

where

I(tn) :=

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(tn)
)2

ds,

II(tn) :=

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(tn) ·e−(tn+s)∂3
xFn(v(tn),s)

)
ds,

and R1(v) is the remainder term. Further, to obtain the fully discrete integrator, we
will apply the high and low frequency decomposition and consider the terms I(tn) and
II(tn) one by one. For I(tn), we divide it into two parts

I(tn)=I1(tn)+R2(v), (3.4)

where

I1(tn)=

∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xv(tn)
)2

ds,
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and the remainder is

R2(v)=

∫ τ

0

e(tn+s)∂3
x∂xP>N

(
e−(tn+s)∂3

xv(tn)
)2

ds, (3.5)

PN and P>N are the operators given in (2.3). Lemma 2.2 (1) implies that the term
I1(tn) is integrable and can be written as

I1(tn)=
1

3
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2

− 1

3
etn∂

3
xPN

(
e−tn∂

3
x∂−1

x v(tn)
)2
. (3.6)

Hence, combining (3.4) with (3.6), we have

I(tn)=
1

3
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2

− 1

3
etn∂

3
xPN

(
e−tn∂

3
x∂−1

x v(tn)
)2

+R2(v). (3.7)

A similar approach to the above can be applied to handle the term II(tn). We decompose
II(tn) into the low frequency part II1(tn) and the remainder R3(v),

II(tn)=II1(tn)+R3(v), (3.8)

where

II1(tn)=

∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xv(tn) ·e−(tn+s)∂3
xFn(v(tn),s)

)
ds,

R3(v)=

∫ τ

0

e(tn+s)∂3
x∂xP>N

(
e−(tn+s)∂3

xv(tn) ·e−(tn+s)∂3
xFn(v(tn),s)

)
ds. (3.9)

We estimate II1(tn) first and postpone the estimation of the remainder term R3(v) to
Section 4. By applying Lemma 2.2 (1), we express II1(tn) as

II1(tn)=II11+II12+II13,

where

II11=
1

3
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x Fn

(
v(tn),τ

))
; (3.10)

II12=−1

3
etn∂

3
xPN

(
e−tn∂

3
x∂−1

x v(tn) ·e−tn∂
3
x∂−1

x Fn

(
v(tn),0

))
; (3.11)

II13=−1

3

∫ τ

0

e(tn+s)∂3
xPN

(
e−(tn+s)∂3

x∂−1
x v(tn) ·e−(tn+s)∂3

x∂−1
x ∂sFn

(
v(tn),s

))
ds. (3.12)

We truncate the frequency of Fn in (3.10) into low and high frequencies and obtain

II11=
1

3
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x PNFn

(
v(tn),τ

))
+R4(v),

where R4(v) is remainder term defined as

R4(v)=
1

3
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x P>NFn

(
v(tn),τ

))
. (3.13)

According to definition, Fn(v,s) is integrable and can be written into the following form
by Lemma 2.2

Fn(v,s)=
1

3
e(tn+s)∂3

x

(
e−(tn+s)∂3

x∂−1
x v

)2

− 1

3
etn∂

3
x

(
e−tn∂

3
x∂−1

x v
)2

.
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Inserting the above formula into (3.10), we rewrite the term II11 as

II11=R4(v)+
1

9
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·∂−1
x PN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2)

− 1

9
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−τ∂3
x∂−1

x PN

(
e−tn∂

3
x∂−1

x v(tn)
)2)

, (3.14)

where P is defined in (3.15) and

cn=
1

18π

∫
T
etn+1∂

3
x

(
e−tn+1∂

3
x∂−1

x v(tn) ·∂−1
x PN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2)

dx

− 1

18π

∫
T
etn+1∂

3
x

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−τ∂3
x∂−1

x PN

(
e−tn∂

3
x∂−1

x v(tn)
)2)

dx. (3.15)

Then, we rewrite (3.14) as

II11= cn+R4(v)+
1

9
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·∂−1
x PN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2)]

− 1

9
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−τ∂3
x∂−1

x PN

(
e−tn∂

3
x∂−1

x v(tn)
)2)]

. (3.16)

Since Fn

(
v(tn),0

)
=0, we have

II12=0. (3.17)

Now we consider the term II13 in (3.12). Note that

∂sFn(v(tn),s)=e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(tn)
)2
,

then by the definition of operator ∂−1
x in (2.2), we get

∂−1
x ∂sFn(v(tn),s)=P

[
e(tn+s)∂3

x
(
e−(tn+s)∂3

xv(tn)
)2]

=e(tn+s)∂3
x
(
e−(tn+s)∂3

xv(tn)
)2− 1

2π

∫
T

(
v(tn)

)2
dx.

Hence, we have

II13=
τ

6π
∂−1
x PNv(tn)

∫
T

(
v(tn)

)2
dx

− 1

3

∫ τ

0

e(tn+s)∂3
xPN

(
e−(tn+s)∂3

x∂−1
x v(tn) ·

(
e−(tn+s)∂3

xv(tn)
)2)

ds

≜J1+J2. (3.18)

We need only to consider the second term J2. First, we calculate the zero Fourier
frequency of J2 and obtain

(̂J2)0=− 1

6π

∫ τ

0

∫
T
e(tn+s)∂3

x

(
e−(tn+s)∂3

x∂−1
x v(tn) ·

(
e−(tn+s)∂3

xv(tn)
)2)

dxds.

We truncate the high and low frequency domain of (̂J2)0 as

(̂J2)0=− 1

6π

∫ τ

0

∫
T
e−(tn+s)∂3

x∂−1
x v(tn) ·PN

(
e−(tn+s)∂3

xv(tn)
)2
dxds
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− 1

6π

∫ τ

0

∫
T
e−(tn+s)∂3

x∂−1
x v(tn) ·P>N

(
e−(tn+s)∂3

xv(tn)
)2
dxds

=: Ĵ3+R5(v).

We can directly calculate Ĵ3. Integrating Ĵ3 with respect to s yields

Ĵ3=
1

18π

∫
T
e−tn+1∂

3
x∂−2

x v(tn) ·PN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2
dx

− 1

18π

∫
T
e−tn+1∂

3
x∂−2

x v(tn) ·e−τ∂3
xPN

(
e−tn∂

3
x∂−1

x v(tn)
)2
dx

=−cn, (3.19)

where cn is introduced in (3.15). Thus

(̂J2)0=−cn+R5(v). (3.20)

On the other hand, when k ̸=0, the k-th Fourier coefficient of J2 is

(̂J2)k=
1

3
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N

e−i(tn+s)α4
1

k1
v̂k1

v̂k2
v̂k3

ds,

where α4 is the phase function defined as

α4=k3−k31−k32−k33, (3.21)

and v̂kj
:= v̂(tn,kj), j=1,2,3.

By symmetry, (̂J2)k is equal to

1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N

e−i(tn+s)α4

( 1

k1
+

1

k2
+

1

k3

)
v̂k1

v̂k2
v̂k3

ds.

Since the decomposition of the frequency will destroy the symmetry, we used symmetry
here first. Under the condition of k=k1+k2+k3, from the definition of α4 in (3.21),
we have the following relation

1

k1
+

1

k2
+

1

k3
=

α4

3kk1k2k3
+

1

k
.

Therefore we can split (̂J2)k into two terms

(̂J2)k=
1

27
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N

e−i(tn+s)α4
α4

kk1k2k3
v̂k1

v̂k2
v̂k3

ds

+
1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N

e−i(tn+s)α4
1

k
v̂k1

v̂k2
v̂k3

ds

=: (̂J4)k+(̂J5)k.
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We consider the terms (̂J4)k and (̂J5)k separately. First, we truncate (̂J4)k to the
frequency domain |k2+k3|≤N and denote R6(v) as the remaining part whose Fourier
coefficients are

R̂6(v,k)=
1

27
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|>N

e−i(tn+s)α4
α4

kk1k2k3
v̂k1

v̂k2
v̂k3

ds. (3.22)

Then

(̂J4)k−R̂6(v,k)=
1

27
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

e−i(tn+s)α4
α4

kk1k2k3
v̂k1 v̂k2 v̂k3ds. (3.23)

Calculating the integration in (3.23) with respect to s, we get

(̂J4)k−R̂6(v,k)=
1

27
i

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

1

−ikk1k2k3

(
e−itn+1α4 −e−itnα4

)
v̂k1

v̂k2
v̂k3

.

Taking the inverse Fourier transform, we have

J4=− 1

27
etn+1∂

3
x∂−1

x PN

[
e−tn+1∂

3
x∂−1

x v(tn) ·PN

(
e−tn+1∂

3
x∂−1

x v(tn)
)2]

+
1

27
etn∂

3
x∂−1

x PN

[
e−tn∂

3
x∂−1

x v(tn) ·PN

(
e−tn∂

3
x∂−1

x v(tn)
)2]

+R6(v). (3.24)

For J5, we adopt the same strategy as J4. We truncate J5 to the frequency domain
|k2+k3|≤N and denote R7(v) as the remainder whose Fourier coefficients are

R̂7(v,k)=
1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|>N

e−i(tn+s)α4
1

k
v̂k1

v̂k2
v̂k3

ds. (3.25)

Then

(̂J5)k=
1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

e−i(tn+s)α4
1

k
v̂k1 v̂k2 v̂k3ds+R̂7(v,k).

In order to get a point-wise scheme in physical space, we take an approximation for the
exponential e−i(tn+s)α4 ≈ e−itnα4 , and denote the error as R8(v), then

(̂J5)k=
1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

e−itnα4
1

k
v̂k1

v̂k2
v̂k3

ds+R̂7(v,k)+R̂8(v,k),

where R̂8(v,k) are the Fourier coefficients of R8(v),

R̂8(v,k)=
1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

1

k

(
e−i(tn+s)α4 −e−itnα4

)
v̂k1 v̂k2 v̂k3ds.

Therefore, we take the inverse Fourier transform to obtain

J5=−τ

9
etn∂

3
x∂−1

x PN

[
e−tn∂

3
xv(tn) ·PN

(
e−tn∂

3
xv(tn)

)2]
+R7(v)+R8(v). (3.26)
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Putting together (3.7), (3.8), (3.16), (3.17), (3.18), (3.20), (3.24) and (3.26) yields

v(tn+1)=Φn
τ,N

(
v(tn)

)
+

1

2

8∑
j=1

Rj(v), (3.27)

where Φn
τ,N is given by

Φn
τ,N (f)=f+

1

6
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x f
)2

− 1

6
etn∂

3
xPN

(
e−tn∂

3
x∂−1

x f
)2

+
1

18
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x f ·∂−1
x PN

(
e−tn+1∂

3
x∂−1

x f
)2)]

− 1

18
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x f ·e−τ∂3
x∂−1

x PN

(
e−tn∂

3
x∂−1

x f
)2)]

− 1

54
etn+1∂

3
x∂−1

x PN

[
e−tn+1∂

3
x∂−1

x f ·PN

(
e−tn+1∂

3
x∂−1

x f
)2]

+
1

54
etn∂

3
x∂−1

x PN

[
e−tn∂

3
x∂−1

x f ·PN

(
e−tn∂

3
x∂−1

x f
)2]

− τ

18
etn∂

3
x∂−1

x PN

[
e−tn∂

3
xf ·PN

(
e−tn∂

3
xf

)2]
+

τ

6
∂−1
x PNf ·P0(f)

2. (3.28)

For given vnτ,N ∈SN , we define vn+1
τ,N ∈SN by

vn+1
τ,N =Φn

τ,N

(
vnτ,N

)
, n≥0; v0τ,N =u0

τ,N . (3.29)

Up to now we finish the construction of the numerical scheme.

Remark 3.1. We approximate (̂J5)k by

1

9
i

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

1

k
e−itnα4

(
1− i

2
τα4e

−isα4

)
v̂k1

v̂k2
v̂k3

ds,

then by using similar methods as in Lemma 4.1 in [24], we can obtain a fully discrete
scheme which converges at the second order.

4. Proof of Theorem 2.1
In this section, we present the rigorous proof of Theorem 2.1, including the error

estimate and the stability estimate. First, taking the difference between (3.27) and
(3.29), we have

vn+1
τ,N −v(tn+1)=Ln+Φn

τ,N

(
vnτ,N

)
−Φn

τ,N

(
v(tn)

)
, (4.1)

where Ln is the local error

Ln=−1

2

8∑
j=1

Rj(v).

Next we estimate the local error as follows.

Lemma 4.1. Let γ> 1
2 and 0≤ τ ≲1, under the assumption of N ≥1/τ , we have the

following estimate ∥∥Ln
∥∥
Hγ ≤C(τ2+τN−1),
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where the constant C depends only on T and ∥u∥L∞((0,T );Hγ+1).

Proof. By (3.3), we rewrite R1(v) as

R1(v)=

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xv(tn+s)
)2

ds

−
∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

x

(
v(tn)+

1

2
Fn

(
v(tn),s

)))2

ds

+
1

4

∫ τ

0

e(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xFn

(
v(tn),s

))2

ds.

Then, as was shown in [24], we have the estimate

∥R1(v)∥Hγ ≲ τ2
∥∥v(t)∥∥4

L∞((0,T );Hγ+1)
+τ3

∥∥v(t)∥∥5
L∞((0,T );Hγ+1)

.

From the definition of R2(v) in (3.5) and by Lemma 2.2 (1), we derive

R2(v)=
1

3
etn+1∂

3
xP>N

(
e−tn+1∂

3
x∂−1

x v(tn)
)2

− 1

3
etn∂

3
xP>N

(
e−tn∂

3
x∂−1

x v(tn)
)2

.

Therefore, under the assumption of CFL condition, the following inequality holds

∥R2(v)∥Hγ ≲N−2∥∂−1
x v(tn)∥2Hγ+2 ≲ τN−1∥v(tn)∥2Hγ+1 .

The above inequality is valid because the frequency is limited to |k|>N .
For R3(v) in (3.9), using Lemma 2.2 (1) again we have

R3(v)=
1

3
etn+1∂

3
xP>N

(
e−tn+1∂

3
x∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x Fn

(
v(tn),τ

))
− 1

3
etn∂

3
xP>N

(
e−tn∂

3
x∂−1

x v(tn) ·e−tn∂
3
x∂−1

x Fn

(
v(tn),0

))
− 1

3

∫ τ

0

e(tn+s)∂3
xP>N

(
e−(tn+s)∂3

x∂−1
x v(tn) ·e−(tn+s)∂3

x∂−1
x ∂sFn

(
v(tn),s

))
ds.

By the Hölder inequality we get

∥R3(v)∥Hγ ≲N−1
∥∥∥e−tn+1∂

3
x∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x Fn

(
v(tn),τ

)∥∥∥
Hγ+1

+N−1

∫ τ

0

∥∥∥e−(tn+s)∂3
x∂−1

x v(tn) ·e−(tn+s)∂3
x∂−1

x ∂sFn

(
v(tn),s

)∥∥∥
Hγ+1

ds.

Moreover, from the definition (3.2) of Fn, for any 0≤s≤ τ , we have∥∥∥Fn

(
v(tn),s

)∥∥∥
Hγ

≲τ
∥∥v∥∥2

L∞((0,T );Hγ+1)
, (4.2)∥∥∥∂sFn

(
v(tn),s

)∥∥∥
Hγ

≲
∥∥v∥∥2

L∞((0,T );Hγ+1)
. (4.3)

Then from (4.2) and (4.3), we finally obtain

∥R3(v)∥Hγ ≲ τN−1∥v(tn)∥3Hγ+1 .

For R4(v) in (3.13), by the Hölder inequality, we observe that

∥R4(v)∥Hγ ≲∥v(tn)∥Hγ ·
∥∥∂−1

x P>NFn

(
v(tn),τ

)∥∥
Hγ ≲N−1∥v(tn)∥Hγ ·

∥∥∂−1
x Fn

(
v(tn),τ

)∥∥
Hγ+1 .

(4.4)
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Plugging (4.2) into the above inequality to obtain

∥R4(v)∥Hγ ≲ τN−1∥v(tn)∥3Hγ+1 .

A similar calculation shows that

∥R5(v)∥Hγ ≲ τN−1∥v(tn)∥3Hγ+1 .

For R6(v) in (3.22), noting k=k1+k2+k3+k4, we have

α4=3kk1k2+3kk1k3+3kk2k3−3k1k2k3,

and thus ∣∣∣ α4

kk1k2k3

∣∣∣≲1.

Hence, we have the following inequality∣∣R̂6(v,k)
∣∣≲ τ

∑
k=k1+k2+k3

|k|≤N, |k2+k3|>N

|v̂k1 | |v̂k2 | |v̂k3 |

≲ τFPN

(
F−1|v̂k1

| ·P>N

(
F−1|v̂k2

| ·F−1|v̂k3
|
))

,

where F−1 is defined in (2.1).
Using Parseval’s identity we obtain∥∥R6(v)

∥∥
Hγ ≲ τ

∥∥F−1|v̂k1
|
∥∥
Hγ ·

∥∥P>N

(
F−1|v̂k2

| ·F−1|v̂k3
|
)∥∥∥

Hγ

≲ τN−1∥v(tn)∥3Hγ+1 .

For R7(v) in (3.25), since
∣∣ 1
k

∣∣≤1, we use the same method as R6(v) to get∥∥R7(v)
∥∥
Hγ ≲ τN−1∥v(tn)∥3Hγ+1 .

For R8(v), using similar method as in Lemma 3.5 in [24], we obtain∥∥R8(v)
∥∥
Hγ ≲ τ2∥v(tn)∥3Hγ+1 .

Collecting together with the above estimates, we finish the proof of the lemma.

Now we show the stability of the scheme.

Lemma 4.2. Let γ> 1
2 and N ≥1/τ , then∥∥Φn

τ,N (vnτ,N )−Φn
τ,N (v(tn))

∥∥
Hγ ≤ (1+Cτ)

∥∥vnτ,N −v(tn)
∥∥
Hγ +Cτ

∥∥vnτ,N −v(tn)
∥∥5
Hγ

+CτN−1+C
√
τ
∥∥vnτ,N −v(tn)

∥∥2
Hγ ,

where the constant C depends only on T and ∥u∥L∞((0,T );Hγ+1).

Proof. As shown in the analysis in Section 3, by the definition in (3.28), Φn
τ,N (f)

can be written as the following form:

Φn
τ,N (f)=f+Φn,1

τ,N (f)+Φn,2
τ,N (f)+Φn,3

τ,N (f)+Φn,4
τ,N (f)+Φn,5

τ,N (f),



1930 FULLY DISCRETE INTEGRATOR FOR KDV EQUATION

where

Φn,1
τ,N (f)=

1

2

∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xf
)2

ds;

Φn,2
τ,N (f)=

1

6
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x f ·e−tn+1∂
3
x∂−1

x PNFn

(
f,τ

))]
;

Φn,3
τ,N (f)=

τ

12π
∂−1
x PNf

∫
T

(
f
)2
dx;

Φn,4
τ,N (f)=

i

54
F−1

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

e−i(tn+s)α4
α4

kk1k2k3
f̂k1

f̂k2
f̂k3

ds;

Φn,5
τ,N (f)=

i

18
F−1

∫ τ

0

∑
k=k1+k2+k3

|k|≤N, |k2+k3|≤N

e−itnα4
1

k
f̂k1

f̂k2
f̂k3

ds.

Then, we have

Φn
τ,N (vnτ,N )−Φn

τ,N (v(tn))=en+Φn
1 +Φn

2 +Φn
3 +Φn

4 +Φn
5 ,

where en and Φn
j are defined by

en=vnτ,N −v(tn); Φn
j =Φn,j

τ,N (vnτ,N )−Φn,j
τ,N (v(tn)), j=1,2, ·· · ,5.

Then we obtain∥∥Φn
τ,N

(
vnτ,N

)
−Φn

τ,N

(
v(tn)

)∥∥2
Hγ

≤∥en∥2Hγ +2
〈
JγΦn

1 ,J
γen

〉
+2∥en∥Hγ

∥∥Φn
2

∥∥
Hγ + ·· ·+2∥en∥Hγ

∥∥Φn
5

∥∥
Hγ

+5
∥∥Φn

1

∥∥2
Hγ + ·· ·+5

∥∥Φn
5

∥∥2
Hγ .

First, by the definition of Φn
1 , we get

Φn
1 =

1

2

∫ τ

0

e(tn+s)∂3
x∂xPN

[(
e−(tn+s)∂3

xvnτ,N

)2

−
(
e−(tn+s)∂3

xv(tn)
)2

]
ds

=
1

2

∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xen

)2

ds

+

∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xen ·e−(tn+s)∂3
xv(tn)

)
ds. (4.5)

Then, we get

〈
JγΦn

1 ,J
γen

〉
=

1

2

〈∫ τ

0

Jγe(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xen

)2

ds,Jγen

〉
+
〈∫ τ

0

Jγe(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xen ·e−(tn+s)∂3
xv(tn)

)
ds,Jγen

〉
≜Q1+Q2.

By Lemma 2.2 (2) and the Hölder inequality, Q1 can be controlled as

|Q1|≲
∥∥∥∫ τ

0

e(tn+s)∂3
x∂xPN

(
e−(tn+s)∂3

xen

)2

ds
∥∥∥
Hγ

∥en∥Hγ ≲
√
τ∥en∥3Hγ . (4.6)
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We divide en into two parts:

en=PNen+P>Nv(tn).

Then, we have

Q2=
〈∫ τ

0

Jγe(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xen ·e−(tn+s)∂3
xv(tn)

)
ds,JγPNen

〉
=
〈∫ τ

0

Jγe(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xPNen ·e−(tn+s)∂3
xv(tn)

)
ds,JγPNen

〉
+
〈∫ τ

0

Jγe(tn+s)∂3
x∂x

(
e−(tn+s)∂3

xP>Nv(tn) ·e−(tn+s)∂3
xv(tn)

)
ds,JγPNen

〉
≜Q3+Q4.

By (2.7), we obtain directly

|Q3|≲ τ∥en∥2Hγ∥v(tn)∥Hγ+1 . (4.7)

For Q4, by Lemma 2.2 (1) we write it in the point-wise form:

Q4=
1

3

〈
Jγetn+1∂

3
x

(
e−tn+1∂

3
xP>N∂−1

x v(tn) ·e−tn+1∂
3
x∂−1

x v(tn)
)
,JγPNen

〉
−1

3

〈
Jγetn∂

3
x

(
e−tn∂

3
xP>N∂−1

x v(tn) ·e−tn∂
3
x∂−1

x v(tn)
)
,JγPNen

〉
.

Applying the Hölder inequality yields

|Q4|≲∥P>N∂−1
x v(tn)∥Hγ∥v(tn)∥Hγ∥en∥Hγ

≲N−2∥v(tn)∥2Hγ+1∥en∥Hγ .

Under the assumption of CFL condition, we get

|Q4|≲ τN−1∥v(tn)∥2Hγ+1∥en∥Hγ . (4.8)

Combining with (4.6), (4.7) and (4.8) yields〈
JγΦn

1 ,J
γen

〉
≤C

(
τ∥en∥2Hγ +τN−1∥en∥Hγ +

√
τ∥en∥3Hγ

)
, (4.9)

where the constant C depends on ∥u∥L∞((0,T );Hγ+1).
From (4.5) and Lemma 2.2 (2), we get the following estimate

∥Φn
1∥≤C

√
τ
(
∥en∥2Hγ +∥en∥Hγ∥v(tn)∥Hγ

)
,

where the constant C depends only on ∥u∥L∞((0,T );Hγ+1).
From the definition of Φn

2 , we obtain

Φn
2 =

1

6
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x en ·e−tn+1∂
3
x∂−1

x PNFn

(
v(tn),τ

))]
+

1

6
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x en ·e−tn+1∂
3
x∂−1

x PN

(
Fn

(
vnτ,N ,τ

)
−Fn

(
v(tn),τ

)))]
+

1

6
P
[
etn+1∂

3
xPN

(
e−tn+1∂

3
x∂−1

x v(tn)‘ ·e−tn+1∂
3
x∂−1

x PN

(
Fn

(
vnτ,N ,τ

)
−Fn

(
v(tn),τ

)))]
.
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Therefore, we get the following inequality

∥Φn
2 ∥Hγ ≲ ∥en∥Hγ

∥∥∂−1
x Fn

(
v(tn),τ

)∥∥
Hγ

+∥en∥Hγ

∥∥∂−1
x

(
Fn

(
vnτ,N ,τ

)
−Fn

(
v(tn),τ

))∥∥
Hγ

+∥v(tn)∥Hγ

∥∥∂−1
x

(
Fn

(
vnτ,N ,τ

)
−Fn

(
v(tn),τ

))∥∥
Hγ .

From (3.2) and (2.6), we get∥∥∂−1
x Fn

(
v(tn),τ

)∥∥
Hγ ≲ τ∥v(tn)∥2Hγ ;∥∥∂−1

x

(
Fn

(
vnτ,N ,τ

)
−Fn

(
v(tn),τ

))∥∥
Hγ ≲ τ

(
∥en∥2Hγ +∥en∥Hγ∥v(tn)∥Hγ

)
.

Use the above inequalities to derive

∥Φn
2∥≲ τ

(
∥en∥Hγ∥v(tn)∥2Hγ +∥en∥2Hγ∥v(tn)∥Hγ +∥en∥3Hγ

)
.

A similar calculation yields that

∥Φn
j ∥≤Cτ

(
∥en∥Hγ +∥en∥3Hγ

)
, j=3,4,5.

Putting these estimates together yields∥∥Φn
τ,N (vnτ,N )−Φn

τ,N (v(tn))
∥∥2
Hγ

≤(1+Cτ)
∥∥en∥∥2Hγ +Cτ

∥∥en∥∥6Hγ +CτN−1
∥∥en∥∥Hγ +C

√
τ
∥∥en∥∥3Hγ .

That implies ∥∥Φn
τ,N (vnτ,N )−Φn

τ,N (v(tn))
∥∥
Hγ

≤
∥∥en∥∥Hγ

√
1+Cτ+Cτ

∥∥en∥∥4Hγ +
CτN−1∥∥en∥∥Hγ

+C
√
τ
∥∥en∥∥Hγ .

Since
√
1+x≤1+ 1

2x for x≥0, we obtain∥∥Φn
τ,N (vnτ,N )−Φn

τ,N (v(tn))
∥∥
Hγ

≤(1+Cτ)
∥∥en∥∥Hγ +Cτ

∥∥en∥∥5Hγ +CτN−1+C
√
τ
∥∥en∥∥2Hγ .

Finally we get the desired result.

Now we prove Theorem 2.1. Combining (4.1) with the error and the stability
estimates, we obtain

∥v(tn+1, ·)−vn+1
τ,N ∥Hγ ≤ (1+Cτ)

∥∥vnτ,N −v(tn)
∥∥
Hγ +Cτ

∥∥vnτ,N −v(tn)
∥∥5
Hγ

+C
√
τ
∥∥vnτ,N −v(tn)

∥∥2
Hγ +C(τ2+τN−1), 0≤ (n+1)τ ≤T.

Now we claim that there exists some constant τ0 such that for any 0<τ ≤ τ0 we have

∥∥v(tn)−vnτ,N
∥∥
Hγ ≤C(τ2+τN−1)

n∑
j=0

(1+2Cτ)j , 0≤nτ ≤T.

It is trivial that it holds for n=0. We assume it holds for any 0≤n≤n0, i.e.,∥∥v(tn)−vnτ,N
∥∥
Hγ ≤C(τ2+τN−1)

n∑
j=0

(1+2Cτ)j , 0≤n≤n0.



Y. LI AND F. YAO 1933

Then, for any 0≤n≤n0, we have∥∥v(tn)−vnτ,N
∥∥
Hγ ≤ C̃(τ+N−1), 0≤n≤n0,

where C̃=CT e2CT . Therefore, for n=n0+1, the following inequality holds

∥v(tn0+1, ·)−vn0+1
τ,N ∥Hγ ≤

(
1+Cτ+CτC̃4(τ+N−1)4+C

√
τC̃(τ+N−1)

)
·C(τ2+τN−1)

n0∑
j=0

(1+2Cτ)j+C(τ2+τN−1).

Since N ≥1/τ , by choosing τ0 small enough such that

C̃4(τ0+N−1)4+
√
τ0C̃≤1,

we obtain for any τ ∈ (0,τ0],

∥v(tn0+1, ·)−vn0+1
τ,N ∥Hγ ≤C(τ2+τN−1)

n0+1∑
j=0

(1+2Cτ)j .

This finishes the induction and thus for any 0≤nτ ≤T ,∥∥v(tn)−vnτ,N
∥∥
Hγ ≤C(τ+N−1).

The proof of Theorem 2.1 is completed.

5. Numerical experiments
In this section we present numerical experiments to illustrate the convergence result

given in Theorem 2.1. We choose two different initial data of the nonlinear KdV equation
(1.1) in the following way:

u0(x)=
∑

0̸=k∈Z
|k|− 1

2−γ−εeikx, ũ0=
∑

0̸=k∈Z
|k|− 1

2−γ−εake
ikx, (5.1)

where ε is arbitrarily small, ak are uniformly distributed random variables in [−2,2]+
i[−2,2]. These choices allow us to get our desired regularity u0∈Hγ , ũ0∈Hγ .

We present the numerical experiments with the spatial discretization errors in the
Figures 5.1 and 5.2. We choose two sufficiently small time steps τ and two different
initial data u0 and ũ0. Furthermore, we measure the error u(tn,·)−un

τ,N in the discrete
Hγ-norm

∥w∥2Hγ
N
=

2π

N

N∑
k=−N

|k|2γ |ŵk|2.

As we can see in Figure 5.1, it illustrates the error in H1-norm of the first-order scheme
by using different N . It can be clearly observed that the scheme is of the first-order
convergence in H1 for the initial data in H2. This agrees well with the corresponding
result in Theorem 2.1. In the same way, Figure 5.2 validates the convergence of the
scheme in H2-norm with H3 initial data.

The numerical experiments with the temporal discretization errors are shown in
Figure 5.3. In a similar way, we choose N =212 large enough and two different initial
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data u0 and ũ0. The results are presented by using different τ and illustrate that the
scheme has the first-order convergence rate in time in H1-norm with H2-initial data. In
the same way, we choose N =210 in Figure 5.4 and performed the numerical experiments
in H2-norm with H3-initial data.

In particular, numerical experiments show that the scheme is convergent in Hγ for
initial data in Hγ+1 without CFL condition. However, the proof of Theorem 2.1, such
as the estimate of the term R2 in Lemma 4.1 and the estimate of the term Q4 in Lemma
4.2, rely on the CFL condition N ≥1/τ . It is reasonable to believe that there is no CFL
condition in the analysis, but we require more technical analysis and will address it in
future work.
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Fig. 5.1: Spatial convergence for τ =2−11 at
T =1 for H2 initial data

102 103 104

N

10-14

10-13

10-12

10-11

||
u
-u

n
,N

||
H

2
 /
 |
|u

||
H

2

spatial discretization error
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T =1 for H3 initial data
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Fig. 5.3: Temporal error for N =212 at T =1
for H2 initial data
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[6] M. Hofmanová and K. Schratz, An exponential-type integrator for the KdV equation, Numer.

Math., 136:1117–1137, 2017. 1
[7] H. Holden, U. Koley, and N. Risebro, Convergence of a fully discrete finite difference scheme for

the Korteweg-de Vries equation, IMA J. Numer. Anal., 35:1047–1077, 2015. 1
[8] H. Holden, C. Lubich, and N.H. Risebro, Operator splitting for partial differential equations with

Burgers nonlinearity, Math. Comput., 82:173–185, 2013. 1
[9] H. Holden, K.H. Karlsen, N.H. Risebro, and T. Tao, Operator splitting for the KdV equation,

Math. Comput., 80:821–846, 2011. 1
[10] H. Holden, K.H. Karlsen, and N.H. Risebro, Operator splitting methods for generalized Korteweg-

de Vries equations, J. Comput. Phys., 153:203–222, 1999. 1
[11] T. Kappeler and P. Topalov, Global wellposedness of KdV in H−1(T,R), Duke Math. J., 135:327–

360, 2006. 1
[12] T. Kato and G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations, Com-

mun. Pure Appl. Math., 41:891–907, 1988. 2.2
[13] R. Killip and M. Visan, KdV is well-posed in H−1, Ann. Math., 190:249–305, 2019. 1
[14] D.J. Korteweg and G. de Vries, On the change of form of long waves advancing in a rectangular

canal, and on a new type of long stationary waves, Philos. Mag., 39:422–443, 1895. 1
[15] B. Li and Y. Wu, A fully discrete low-regularity integrator for the 1D periodic cubic nonlinear

Schrödinger equation, Numer. Math., 149:151–183, 2021. 1
[16] B. Li and Y. Wu, An unfiltered low-regularity integrator for the KdV equation with solutions

below H1, arXiv preprint, arXiv:2206.09320. 1
[17] G. Maierhofer and K. Schratz, Bridging the gap: symplecticity and low regularity on the example

of the KdV equation, arXiv preprint, arXiv:2205.05024. 1
[18] C. Ning, Y. Wu, and X. Zhao, An embedded exponential-type low-regularity integrator for mKdV

equation, SIAM J. Numer. Anal., 60:999–1025, 2022. 1
[19] A. Ostermann and C. Su, A Lawson-type exponential integrator for the Korteweg-de Vries equa-

tion, IMA J. Numer. Anal., 40:2399–2414, 2020. 1
[20] A. Ostermann and F. Yao, A fully discrete low-regularity integrator for the nonlinear Schrödinger

equation, J. Sci. Comput., 91:9–14, 2022. 1
[21] F. Tappert, Numerical solutions of the Korteweg-de Vries equation and its generalizations by the

split-step Fourier method, in A.C. Newell (ed.), Nonlinear Wave Motion, Amer. Math. Soc.,
215–216, 1974. 1

[22] A. Vliegenthart, On finite-difference methods for the Korteweg-de Vries equation, J. Eng. Math.,
5:137–155, 1971. 1

[23] Y. Wang and X. Zhao, A symmetric low-regularity integrator for nonlinear Klein-Gordon equa-
tion, Math. Comput., 91:2215–2245, 2022. 1

[24] Y. Wu and X. Zhao, Embedded exponential-type low-regularity integrators for KdV equation under
rough data, BIT Numer. Math., 62:1049–1090, 2022. 1, 2.2, 2.2, 3.1, 4, 4

[25] Y. Wu and X. Zhao, Optimal convergence of a second order low-regularity integrator for the KdV
equation, IMA J. Numer. Anal., 42(4):3499–3528, 2022. 1

https://www.ams.org/journals/jams/2003-16-03/S0894-0347-03-00421-1/viewer/
https://doi.org/10.1093/imanum/dry082
https://doi.org/10.1143/JPSJ.39.229
https://doi.org/10.1016/j.apnum.2004.08.005
https://doi.org/10.1017/S0962492910000048
https://link.springer.com/article/10.1007/s00211-016-0859-1
https://doi.org/10.1093/imanum/dru040
https://doi.org/10.1090/S0025-5718-2012-02624-X
https://www.researchgate.net/publication/45859034_Operator_splitting_for_the_KdV_equation
https://doi.org/10.1006/jcph.1999.6273
https://doi.org/10.1215/S0012-7094-06-13524-X
https://doi.org/10.1215/S0012-7094-06-13524-X
https://doi.org/10.1002/cpa.3160410704
http://dx.doi.org/10.4007/annals.2019.190.1.4
https://doi.org/10.1080/14786435.2010.547337
https://link.springer.com/article/10.1007/s00211-021-01226-3
https://doi.org/10.48550/arXiv.2206.09320
https://doi.org/10.48550/arXiv.2205.05024
https://doi.org/10.1137/21M1408166
https://doi.org/10.48550/arXiv.1807.04570
https://link.springer.com/article/10.1007/s10915-022-01786-y
https://link.springer.com/article/10.1007/BF01535405
http://dx.doi.org/10.1090/mcom/3751
https://link.springer.com/article/10.1007/s10543-021-00895-8
https://doi.org/10.1093/imanum/drab054

