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DETERMINATION FOR THE 2D INCOMPRESSIBLE
NAVIER-STOKES EQUATIONS IN LIPSCHITZ DOMAIN*

XIN-GUANG YANGT, MENG HU¥, TO FU MA$, AND JINYUN YUANTY

Abstract. The number of determining modes is estimated for the 2D Navier-Stokes equations
subject to an inhomogeneous boundary condition in Lipschitz domains by using an appropriate set
of points in the configuration space to represent the flow by virtue of the Grashof number and the
measure of Lipschitz boundary based on a stream function and some delicate estimates. The asymptotic
determination via finite functionals for 2D autonomous Navier-Stokes equations in Lipschitz domains
has been derived for the trajectories inside global attractor with finite Hausdorff dimension, which leads
to this fluid flow reducing to a functional ordinary differential equation.
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1. Introduction

The two-dimensional incompressible Navier-Stokes equations constitute the conser-
vation law of fluid flows such as water, see [14] for the physical background in hydro-
dynamics. The global weak and strong well-posedness in mathematical theory can be
seen in [7,12,15,16,21,23,25]. For the purpose of a better understanding of turbu-
lence and chaos in view of mathematical theory, the infinite-dimensional dynamics of
the 2D Navier-Stokes equations in bounded smooth domains or unbounded domains,
with the Poincaré inequality holding, has attracted considerable attention from 1980s,
see [2,7,13,17,18,20,21,24]. To the best of our knowledge, the existence of invari-
ant manifold for 2D Navier-Stokes equations is still unsolved, which needs to deal with
the spectrum of nonlinear operator or search a new way to overcome the difficulty of
convective term. Moreover, the global well-posedness and stability of the 2D Navier-
Stokes equations in non-smooth manifold is another interesting topic to describe the
real fluid flow. Our main interest here is to determining modes of 2D incompressible
Navier-Stokes equations subject to inhomogeneous boundary condition for a bounded
Lipschitz domain (non-smooth case), which is based on the known results (such as the
determining modes and nodes, even finite volume elements) in bounded domain with at
least C2-boundary, see [3,6-10].

Let Q C R? be a bounded set. The domain € is Lipschitz if the boundary 9§ can be
covered by finite balls B; = B(Q;,79) centered at the points @; € 92 such that for each
ball B;, there exist a rectangular coordinate system and a Lipschitz continuous function
U: R4 5 R satisfying

B(Qi7r0)ﬁQ:{(xlux27“' 7xd)|\11(w17x27"' 7xd71>_6<xd<\l](xl7'r27"' 7xd71)+/8}
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and

B(Qs,r0)NOQ={(1, - ,xa-1,2aq)|ra =Y (21, -~ ,&4-1)}

with |[(21,--+,24-1)| <ro for positive constants ro>0, >0, the details can be found
in [19,23]. Suppose that 2 CR? is a Lipschitz domain occupied by the fluid. Con-
sider the 2D non-autonomous incompressible Navier-Stokes equations in ) subject to
inhomogeneous boundary condition and initial data as

%—VAu—}—(wV)u—i—Vp:f(t,x), (z,t) € Qo,
divu=0, (z,t) €Qo,

’U/(t,$>|892§07 ()0%):07 (xat)eaQO7
u(t=0,z) =ug(x), z€Q,

(1.1)

where 9= x (0,400), 02 =08 x (0,400). The functions u= (u(¢,x),us(t,z)) and
p are the unknown velocity field and pressure of the fluid, respectively. The positive
constant v is the kinematic viscosity of the fluid, f = f(¢,z) is a non-autonomous external
force, p € L*°(0Q) and - W =0 a.e. on S, where 77 is the unit outward normal to 9.
The determination of 2D incompressible Navier-Stokes equations in non-smooth
manifolds has never been investigated, although this topic is important for understand-
ing the inertial manifold and turbulence of fluid flow, and is the main motivation of
this work. For the 2D incompressible Navier-Stokes fluid flow driven by inhomoge-
neous boundary conditions in regular domains, the finite dimensional global attractor
was obtained under the assumptions 92 € C? and |V| € L>(99) in [16-18] based on
stream function to deal with the inhomogeneous boundary condition. For the Lips-
chitz domain, the finite fractal dimensional universal attractor was obtained based on
estimates of the Stokes problem by means of the stream function from [1,4,22]. In-
spired by [1,17,18,27,28,30], by means of the stream function ¢ in Lipschitz domain Q

satisfying
{dlvw—O for xe€Q, (12)

Yv=¢ on 0,

with v=wu—1, (1.1) can be transformed into the following equivalent homogeneous
boundary problem

% —vAv+ (v- Vo4 (v- V) + (- V)o+V(p—rqn:)

=f(tz)+vF = (- V)i, (z,t) €Qo,
dive =0, (z,t) € Qo, (1.3)
v=0, (z,t) €98,
v(t=0,x)=vo(z), ASIOR

where F' and ¢n. are generated by the stream function and defined in Section 2.2. Based
on the estimate of stream function ¢ constructed by [1], using the weak and improved
version of generalized Gronwall’s inequality (Lemma 2.2) in [6,9], respectively, we shall
here prove the determining modes for weak and regular solutions of (1.3) with the
following features:

(a) For non-autonomous system (1.1) defined on Lipschitz domain, the regularity of
global solutions for its equivalent form (1.3) is not good enough to obtain strong
solution as in generic smooth domain, i.e., the solution belongs to V' (see definition
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in Section 2), which leads to some trouble for estimates of trilinear operators. Let A
be the Stokes operator. It follows from the uniform boundedness of weak solution
in D(AY%) from [1] and estimates of Galerkin’s projection in Hilbert space that
the decay for tail term of velocity field holds in H and D(A'/*), which implies the
determination for the problem.

Compared with results of 2D Navier-Stokes equations in generic smooth domains,
the estimate of determining modes for Lipschitz domain depends on not only
Grashof number (m>cGr?) but also the value of stream function ¢ and the mea-
sure for boundary 92 although it is compact for bounded Lipschitz manifold. The
difficulty here lies in the estimates of trilinear operators containing % as b(¢,-,-)
and b(-,9,-).

The determination of problem (1.3) provides a theoretical foundation for the com-
putational hydrodynamics, the existence of inertial and approximated inertial man-
ifolds. Moreover, the obtained results also state the complexity of fluid flow in
Lipschitz domain by using the Grashof number.

(b) The global well-posedness and dynamics for 2D autonomous Navier-Stokes sys-
tem and corresponding Stokes equations on Lipschitz domain were investigated
by [1,4,5,22] and references therein, especially the existence of finite dimensional
global (universal) attractor. One way to understand complexity of 2D hydrody-
namic flow is the Hausdorff/fractal dimension via box-counting theorem, whose
finite dimensional property can be interpreted by Mané projection theorem. The
other one is the existence of inertial manifold for 2D Navier-Stokes equations defined
on smooth domain, even the Lipschitz case, which needs to verify invariant smooth
mapping at least Lipschitz, exponential tracking property and spectral gap condi-
tion. However, the inertial manifold for (1.1) remains open. Originating from [11]
and [26], the asymptotic determination and Lyapunov-Schmitt reduction of tra-
jectories inside global attractor for problem (1.1) have been derived under some
constraint on Grashof number and m-modes, which is also true for bounded smooth
domains. Our results also give a partly positive answer to Problem 6.1 in [11], and
present the existence of Lipschitz mapping for reduced system, i.e., the equivalent
equation for autonomous problem (1.1) can be uniquely determined by a functional
ordinary differential equation by Mané projection theorem. However, whether the
Takens delayed embedding theorem can be used to describe asymptotic determina-
tion of dynamic systems for (1.1) is still unknown as in [11].

The rest of this paper is organized as follows. In Section 2, some preliminaries are
given which will be used in what follows. The existence and uniqueness of solutions for
the discussed problem are derived in Section 3. The determination of global solutions
is studied in Section 4. Finally some future work and conclusion are given in the last
section.

2. Functional setting and preliminaries

2.1. Preliminaries.
e Functional spaces: Let E:={ulue (C§°(Q2))?,divu=0} and H be the closure of E
in the (L?(£2))? topology. Denote ||-||2 and (-,-) as the norm and inner product in H
respectively, i.e.,

2
lull3 = (u,u), (“’“):; / w; ()0 (x)da, ¥ uve H.

Assume that V is the closure of E in the (H'(2))? topology, and ||-| and ((-,-)) the



2304 2D NSE DETERMINATION ON LIPSCHITZ DOMAIN

norm and inner product in V respectively, i.e.,

2
Oou; Ov;
2 _ _ 2 : J J V.
||u|| _((u?u))a ((u,v))— /anz 8xidx’vu’ve .

ij=1

Clearly, V+H=H'—V’', H and V' being the dual spaces of H and V respectively,
where the injections are dense and continuous. The norm ||-||« and (-,-) denote the
norm in V’ and the dual product between V and V' (or H to itself), respectively.

Let P be the Helmholz-Leray orthogonal projection from (L?(£2))? to H, and A:=
—PA as the Stokes operator. By the theory of Sturm-Liouville problem for Stokes’s
operator with non-slip boundary, there exists an eigenvalue sequence {A;}32; (0<A; <
A2 <---) for corresponding orthonormal eigenfunctions {w;}32; C H of A. Then for

o0
every uzZ(u,wj)wj in H, define

j=1
A= N5 (u,w;)w; (2.1)
j=1
for s€(0,1) with the domain
V2 = D(A%) = {AsueH, 3N () < +oo}. (2.2)
j=1

3 - 20 2 1/2
Here the norm and inner product for D(A?®) are defined by ||A%ul|2 = (Z)\j | (w,w;)| )
j=1

and (u,v)p(as) = Z)\?s (u,w;)(v,w;), respectively for u,v € D(A®). Especially, H=V"
j=1

and V =D(A'/?).
e The bilinear and trilinear operators:

We define the bilinear and trilinear operators as follows (see [24]).
B(u,v):=P((u-V)v), Yu,veV,
2 ov;
b(u,v,w)=(B(u,v),w) :Z.;l/QUiaxjiwjdx’

and denote B(u)=B(u,u) for short, where B(u,v) is a bilinear continuous operator
from V' to V'. In addition, b(u,v,w) satisfies

b(u,v,v) =0, YV u,v,w eV,

b(u,v,w) = —b(u,w,v), Y u,v,weV, (2.3)

1 1
[b(u,0,w)] < Cullul3 lull# [ollllw]l3 wl|?, ¥ ueV, veV, weV.

By using the Agmon-Ladyzhenskaya inequality in [12], we can choose C as 21/% in two
dimensional bounded domain.
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e Some lemmas:

LEMMA 2.1 (See [1,4,22]).
(1) Hardy’s inequality:

/zmd$SC/ﬂ|Vu(x)2dx, YuevV. (2.4)

(2) For ue D(AY*), there exists a constant C' such that

ull 24y <CIAY*ul, (2.5)
and
/decum/‘l 13 (2.6)
dist(xz,00)

hold, where C is independent of the domain €.

LEMMA 2.2 (See [6,9]). Let a=«(t) and B=p5(t) be locally integrable real-valued
functions defined on [0,400) satisfying the following conditions

1 t+T
htgggff/t a(T)dr=~>0, (2.7)
t+T
limsup—/ a~(1)dr=T < o0, (2.8)
t—o00 t
1 t+T
el + _
tlggoT BT (r)dr =0, (2.9)

for some T >0, where a™ (t)=max{—a(t),0}, ST (t)=max{B(t),0}. If £=£(t) is an
absolutely continuous non-negative function on [0,400) satisfying the inequality
dg

E+oz§<ﬁ (2.10)

on [0,00), then Umé&(t) =
t—0

2.2. The stream function for the Stokes problem in Lipschitz domain.
Originated by the stream function in bounded domain with C?-boundary in [17] and [18],
for the Lipschitz domain given in [1,4], we can construct a stream function ¢, solvers
of the Stokes system in Lipschitz domain

—vAu+Vg=0, in Q,
divu=0, in Q, (2.11)

u= a.e. on Jf) in the sense of nontangential convergence.

Assume that u= (ui,us2) is the solution of problem (2.11) with ¢ € L*°(9€) and
go O It follows from the incompressible condition and Green’s theorem that u=
( ,— ) where g(z fp —ug,us) - T'ds for fixed P € 99, T is the unit tangent vector
to the path from P to x=(x1,22).
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Assume that ¢ € (0,Cdiam(£2)) is an arbitrary small parameter. Let n. € C§°(R?)
satisfy

ne=1, in {z e R?|dist(z,00) < Cye},
ne =0, in {z € R?|dist(z,09Q) > Cae},

and 0 <7, <1 for the rest region. Then v can be constructed as

V== (g~ o ).

T

It enjoys the same nonhomogeneous boundary conditions as in (1.1), namely,

{diwpo, 2€Q; Y=u, z€{zec; dist(z,0Q) < Cle},

1= on Jf) in the sense of nontangential convergence.
Moreover, the stream function v has the compact support property
Suppy C {x €Q; dist(z,0Q) < Che}

and satisfies the estimates

igg\w(x)\ +igglvw(w)\dist(w739) <CllollL=(o9),

1V |dist (-, 092)' 7 v ) S CllellLro0), 2<p <00,
which results in

1]l Lo ) < Cllell Lo (o0)-
In addition, the stream function ¢ can be represented by
A=V (qn.)+F, (2.12)

where

Suppy) C {z €Q; Cle <dist(z,00) < Che}.
|Fll2 <C/e*lgllo, Va=Au.

3. Main results

3.1. Existence, uniqueness of global weak solution. With vg € H, by
applying the Helmholz-Leray projector P to (1.3), the equivalent abstract form of
(1.3) can be given by

%JrVAUJrB(U,v)+B(v,¢)+B(¢7u) =Pr(f(t,x)+vF)—B(v),
v]on =0, (3.1)
v(0) = o,

which is the problem for our study.

The existence of a global weak solution can be stated as follows.
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THEOREM 3.1 (See [1]).  Suppose that vo € H, and f€ L?(0,T;H). Then, problem
(3.1) possesses a global weak solution satisfying

veC(0,T;H)NLA(0,T;V), %€L2(0TV) v(0) =g (3.2)

and
%(U(t)n’))+V((U(t)’3))+b(v(f)7v(t),3)+b(v(t),¢,3)+b(¢7v(f),3)

—(f(t) +VF.3) —b(®,15,3) (3.3)
for a.e. t€[0,T) and 3€V. In addition, the regularity UEL2(O,T;D(Ai)) comes from
p € L (00).

DEFINITION 3.1 (Weak Hadamard solution of (1.1)).  Assume that ug€ H and f €
L?(0,T;H). Let p€ L>*(09Q) and ©- 1 =0 on OQ. Then, the function u is called as a
weak solution of (1.1) provided that

(a) ueC([0,T);H)NL3(0,T;V) and % € L2(0,T;V") with u(0)=wuo.

(b) The equation

d

4 050) v ) +blo,u,2) = ()

holds for every B e E as distribution on (0,T).

(c) There exist functions 1 € C*(Q)NL>®(Q), g€ C1(Q) and g L*(Q) such that
vAYp=Vq+g, in €,
divu=0, in €,
Y= a.e. on O in the sense of nontangential convergence

holds.

THEOREM 3.2 (See [1,30]). Suppose that ug€ H, f€ L*(0,T;H) and ¢ € C*(Q)N
L (). Then problem (1.1) possesses at least a global weak solution satisfying

ueC(0,T;H), u—1eL*0,T;V), u(0)=mug (3.4)

and Definition 3.1 for a.e. t€[0,T]. Moreover, the weak solution is unique when ¢ €
L>°(09) with -7 =0 on 9.

THEOREM 3.3. Assume that feL? (R;H) and vo€ H. Then, the solution v to
problem (3.1) satisfies that

t
womq%WﬂfAK@s (3.5)
and
/m)ww<|mWWt/mw (3.6)
where
0= | H|<PHLoc(aQ)+ € | |H<P||L°c(an) (3.7)

Proof.  The estimates (3.0) and (3.6) follow from Hardy’s inequality and some
delicate estimates. The details of a similar technique can be found in [28,29], which is
omitted here. a
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3.2. Determination of solutions for non-autonomous system.

e The determining modes of weak solution. Considering the Sturm-Liouville prob-
lem Av = Av with Dirichlet boundary condition and the eigenfunctions of H consisting of
{w1, wa, -, Wy, }, we can see that {wy, }m>1 are also the eigenfunctions of the Stokes
operator A with the corresponding eigenvalues 0 < Ay <o <+ i.e., Awy, = AWy, Let
H,, = span{wy,wa, - ,wp}, Pmn:H— H,, be the Galerkin orthogonal projection, and
denote Q,, =I — P,, as the orthogonal complement operator of P,,.

DEFINITION 3.2.  Suppose that © and v are two solvers of (3.1), that is,

4 1y Av+ B(v,v) + B(v,) + B(4,v) = Pr(f(t,2) +vF) — B(,%), 58)
v(t=0,2)=wvg '
and
{ﬁ+wﬂ@+B@w»+Bw¢o+wao=Pumuw+vFr4xww» 59)
f}(t:O,fU):fJO7 ’

respectively, here f(t,x) and g(t,x) are given external forces in LS (RY;H), the stream
function ¥ and F are defined in Section 2.2.

For
Jim [ (t2) —g(t,2)]}2 =0 (3.10)
and
ltlinéloHva(t)—me;(t)||2:0, (3.11)

the system has determination property and {w;}5o_; is called determination modes pro-
vided that

Jim [[o(t) ~ 5(4)] | =0. (3.12)

THEOREM 3.4. Suppose that m €N satisfies

L2, 6 rClo)

m=
c v3c\ €

Ce|0Q|
TH@H%w(

Il o) o] (313)

_ _ 1/2
where G = % is the Grashof number with leimsup(/ |f(x7t)|2da:) for the fluid
t—00 9]

flow and ¢ >0 is a constant depending only on the shape of Q, ¢ is defined in Section
2.2. Then the first m modes are determining in the sense of Definition 3.2 for (3.1),
that is, for f(t),g(t)€ LS. (RY;H), vo € H, the difference of two solutions as w=v—10

decays to 0 as t goes to infinity.
Proof. See, e.g., Section 4.1 for more details. ]

By the equivalent form of (1.1) as (3.1), we can obtain the similar result as follows.
THEOREM 3.5. Suppose that meN satisfies (3.13). Then the first m modes are
determining in the sense of Definition 3.2 with u instead of v for the two dimensional
incompressible Navier-Stokes Equation (1.1) on Lipschitz domain with inhomogeneous
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non-slip boundary condition, i.e., for f(t),g(t) € LS. (R;H), uwo€ H, the difference of
two solutions for (1.1) as u—a decays to 0 as t goes to infinity.

Proof. Noting that u=wv —1, combining the Stokes problem and the estimates in
Section 2.2 with Theorem 3.4, the result can be proved. 0

REMARK 3.1. The uniform boundedness of the external force here does not require
more regularity, which only means the average. It is worth to point out that the formula
(4.15) does not imply the convergence of 5(t) as t — oo, but its average.

e The determining modes of regular solution.

DEFINITION 3.3. For feL? (R;H), vo € D(A3), the function v(t,x) is called as
reqular solution if it is the global weak solution and bounded in C([0,T];D(AY*))N
L?(0,T; D(A3%)) for arbitrary T >0.

Let H be Hilbert space. Assume that D(A%) is the subspace of H with the special
basis {wy,...} given in [16]. Denote H,, =span{wi,ws, -, Wy}, subspace of D(A%).
Suppose that P, : H— H,, is the Galerkin orthogonal projection, and then Q,, =1— P,,
the orthogonal complement operator of P,,.

DEFINITION 3.4.  Consider two solvers v and v of (3.1) defined by (3.8) and (3.9),
respectively, here f(t,z) and g(t,x) are given external forces in L{S (RT;H). Let the
stream function 1) and F be defined in Section 2.2. For

Jinn [[7(t.2) — g(t.2) ]2 =0 (3.14)
and
Jim [[Po(t) = P (t) sy =0, (3.15)

the set of modes {w;}oo_; is called determination modes provided that

lim ||’U( ) (t)||D(A1/4) =0. (316)

t—o00

THEOREM 3.6. Suppose that m €N satisfies

Am 81 C
)\H >m> T[12—1—4(72—1_20”@”%00(69))}G4
1 ¢ 2%
Jr(9||</9||%oc(an) 952||<P||2Loo(aﬂ)>2
2v2¢ 2v2¢
81 /s 2C Co9 Oslaﬂl
+ 53 (57 400l o0y ) [ Il oy + 5 Il o
v-c l/)\
1
9| 20|09 2
[ ol oy + == el o)) ) (3.17)

where G:yz—il is the generalized Grashof number for the fluid flow and ¢ >0 is a
constant depending only on the shape of Q, ¢ is defined in Section 2.2. Then, the
first m modes are determining in the sense of Definition 3.4 for (3.1), that is, for
f(t),9(t) e LS. (R, H), vo € H, the difference of two solutions as w=v—10 decays to 0
as t goes to infinity.
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Proof. See the detailed proof in Section 4.2. ]

The similar result comes from the equivalence of (1.1) and (3.1), which leads to
Theorem 3.6 as follows.

THEOREM 3.7. Suppose that meN satisfies (3.17). Then the first m modes are
determining for the two dimensional incompressible Navier-Stokes Equation (1.1) on
Lipschitz domain with inhomogeneous non-slip boundary condition.

Proof.  Using the similar technique of the proof of Theorem 3.6, and combining
some estimate of stream function, the results can be derived directly, here we omit the
details. ]

3.3. The asymptotic determination for (1.1) with autonomous external
force f(z). Considering the 2D autonomous Navir-Stokes equations defined on
Lipschitz domain as its equivalent form as

%—H/Av—&-F(U)ZPL(f(x)"’VF)_B(W’
e (3.18)
v(0)=wg

with F(v)=B(v,v)+ B(v,1))+ B(%,v), we will prove F(-) is globally Lipschitz in H
via the restriction on Grashof number, and then show the asymptotic determination of
trajectories inside global attractor A and present the Lyapunov-Schmidt reduction of
equivalent autonomous system (3.18) of (1.1), which give a positive answer partly for
the open problem in [11].

e Existence of finite dimensional global attractor for autonomous problem
(1.1). Based on the well-posedness of (1.1) with autonomous external force f(x)e€
H, Brown, Perry and Shen [1] presented the existence of global attractor with finite
dimension as following.

THEOREM 3.8.  Suppose that the hypothesis in Theorem 3.2 is satisfied, and f(x)€
H, then the dynamic system (S(t),H) generalized by global weak solution possesses a

universal attractor A with finite fractal dimension as dimp A< C1Gr+CyRe3/? +1 with

the Grashof and Reynolds numbers Gr = ﬂf‘)l\f , Re= W\% respectively for C1,Ca >

0.

Proof. See, e.g., Brown, Perry and Shen [1]. d

REMARK 3.2.  Theorem 3.8 implies there exists a bounded absorbing ball B with a
radius p such that there exists a time 7'> 0, all trajectories inside A satisfying [[v(t)[|2 < p
for t>T.

e Asymptotic determination of trajectories for autonomous system. Let F=
{F1,--+,Fy,} be linear functional system generated by corresponding Fourier modes F; =
o0

(v,w;) for v:Z(v,wi)wi7 which is possibly nonlinear, we shall show the asymptotic
i=1

determination for our problem if the Grashof number satisfies suitable assumption as

following.

DEFINITION 3.5. Let © and v be two trajectories inside global attractor A generated
by the autonomous system (3.1) with f= f(x). The system F with Fy,: H—R for all
k=1,---,m is called asymptotically determining for the dynamic system (S(t),H) for
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autonomous system (3.1) if
Fy(v)—Frp(0) =0, as t—o0
implies
Jim [[o =5[] =0.

Next we will prove the asymptotic determination of system F if m is large enough.

THEOREM 3.9. Let the assumptions of Theorem 3.8 hold, the Grashof number and m
satisfy

= 30/G T30,

Then the system F={Fy,---,Fy} defined above is asymptotically determining for the
dynamic system (S(t),H) generated by autonomous system (3.1).

2
p C|oQ2 CeloQ
m> [0 2. gy + E1

- F ) LA — ||<pHL°°(89):| (3.19)

Proof. See, Section 4.3 for more details. 0

e Lyapunov-Schmidt reduction of autonomous system. By using the Galerkin
projection, denoting g(x)= Pr(f(z)+vF)—B(¢), g+=Png and g_=Q,,g, we can
rewrite our autonomous system as following lower and higher frequency Fourier modes

(B1) Do (04w A(w (1) 4 P (v (1) 40 (1) =g o
(B2) S (1) 40 A (1)) + Qu (v (1) - (1) =g

where vy (t) = Py,o(t) and v_(t) = (I — Py)v(t) = Qmo(t), we will show the higher fre-
quency modes v_(t) are uniquely determined if the corresponding lower frequency modes
vy (t) are determined, i.e., the following Lyapunov-Schmidt reduction theorem.

THEOREM 3.10. Assume that

32 8 1Cl1o9Qf, o Ce|8Q|
m>max{ C Gr+ O3 {7||%0||Loo Q) + H‘/)”Lw 89)}
2
P [C199 Cs|8Q| y
3C’G P v=raree 3075, [7” ||Loc(aQ) + » ||<,0\|Loc(89)] } (3.21)

and hypothesis in Theorem 3.8 are true.

Then, for every vy (t) € Cy(Ry,H), there exists a unique solution v_(t) € Cp(R4, H)
for (E2) in (3.20).

Moreover, there exists a Lipschitz continuous mapping L:Cy(R4,H)— Cy(Ry,H)
satisfying Lyapunov-Schmidt reduction L(vy(t))=v_(t) in following sense

C —n(t—s
120 ()~ £ (EDllencrsm) < 5l e sup ok () =03 (53
(3.22)
where 77>0 is a constant independent of v} (t) and v2 (t) in Cp(R4,H).

Proof. See, Section 4.3 for more details. ]

REMARK 3.3.  Using the idea from [11], based on the results in Theorem 3.10, we
can see that v_(¢) is uniquely determined by £ when the trajectory v, inside global
attractor A is known, which can be represented as

v (t) = L((v+):(0)) (3.23)
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with (v4):(0)=Lo((v4)e) for (vy): € Co(Ry, H), where (v4)i(s)=vy(t+s) is a delay.
Based on (3.23), the trajectories of dynamic system (S(t), H) for problem (3.18) inside
A can be reduced to a m-order functional ordinary differential equation as

@ 04) 4 v, + P (o, (1) + Lova)) =g (3.24)

Since the delay term is infinite, the reduced Equation (3.24) is still an infinite dimen-
sional ODE. Furthermore, the inertial manifold for system (3.18) is still a challenging
problem since the spectral gap condition is not easy to verify.

REMARK 3.4. The asymptotic determination and reduction in Theorems 3.9 and 3.10
also hold for problem (1.1), which is determined by (3.19) or (3.21), and the equilibrium
as stream function for Stokes problem (2.11).

e Further results of asymptotic determination for non-autonomous system.

REMARK 3.5. Assume that f(t)€ L?(R;H) is pullback translation bounded for non-
autonomous system (3.1) and v, € H, consider the existence of unique D,-family of
pullback attractors A, ={Ap ()} in H constructed in [28], then the results in Theo-
rems 3.9 and 3.10 hold except some revision on parameters and f(t) for matching with
generalized Grashof number for the trajectories inside pullback attractors A’Dy.

4. Proof of Determination

4.1. Proof of Theorem 3.4.
Proof.

Step 1: The estimate of Q,,w. Throughout this paper, we will suppose that v
and v solve problems (3.8) and (3.9), respectively, and also || f(t) — g(t)||2 = 0 as t = +o0.
Denoting w=wv—v, by the assumption, we know that

[Pnw(t)]l2—0 (4.1)

as t — 0, our objective next is to show that Q. w(t) — 0 as well, where w(t) satisfies the
following equivalent functional form

(4.2)

dw 4y Aw+ B(v,w)+ B(w,d) + B(w,) + B(y,w) = Pr(f(t,z) — g(t,z)),
w(tZO) =70 —170,

It follows from inner product of (4.2) with @,,w in H that

2 Qw3+ v[|Quw||? +b(v,w, Qmw) + b(w, T, Qmw) + b(w, 1, Qrw) + b1, w, Qmw)
=(f(t)—9(t),Qmw). (4.3)

In terms of Lemma 2.2, it is enough that we can prove (2.7)-(2.10) for £(¢)=
|Qmw(t)||3. For this purpose, it follows from (2.3) that the trilinear terms can be
written as

+b(Qmwvﬁvaw)v
+0(Qmw, ¥, Qrw),

/?‘\ —
s

E

Q

S

&

I

=

&

3

E

Q

3

§/ N~—
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By the Hardy and Holder inequalities, using the estimates on 1 in Section 2.2 and
choosing € such that Ce|[¢]|1=(a0) < & with C' determined by different estimate, from
(2.3), we find that

16(0, Py, Q)| < 24 [0l [0l V2 (| P3| B ]| 2| Qo] (4.4)
1b(Prw, 5, Quw)| < 24131321152 Py | P ]2 | Qo] (4.5)

B(Qunw, 8, Qumw)| < 24|35 [|| Qumw]|2]| Q|
v 2 3 201212
< ZQumwl+ 5575 [ Qumuwl3ll2, (4.6)

‘meHQmw'
b Pm I’ bl m SC o “dist?(x.00)
[b( Pryw, 1), Qw)] ellelle=a0) /dist(r,@Q)SCs dist?(z,09)

< Cell¢ll Lo aa) | Pmw|| | Qmw]|
v C
§g||Qmw||2+;||me||2, (4.7)

2
[B(@Qumw, 6, Q)| < Clpll < a0 / 1Qmuwl®

dist(z,00)<Ce dist(x,00)
< Cellell Lo (o) || Qmwl|®
v
< §lQmuwl® (4.8)

and

b(Y, Prnw, Qumw) < O[] Loe o) | @[] Prw ][ 2, (4.9)

since |9 L=(a0) < Cll¢ll L~ (00)-
Moreover, by the Cauchy-Schwarz inequality, we obtain

[(f(8) =9(), @mw)[ <[[f(t) = g(t) [[2l| @mw]2- (4.10)
Combining (4.3)-(4.10), we conclude that

1d 2 Vv 2 3 2017112
§£‘|Qmwu2+§HQme _21/21/|‘Qmw|| HU”

1/2 1/2
<2V 403/ [0]12 | Pyl |y 2| P /2| Q|
~n1/2 ~ 1/2
F2 455 2 18112 | Py | P |2 Q|
+Cll o= o) |Qumw ||| Bl + L £ (£) = 9(8) || Qo] 2. (4.11)

Using the Poincaré inequality Ap,i1]|Qmw||2 <||Qmw||* and denoting that &(t)=
|Qmw(t)||3 as in Lemma 2.2, it follows that

—&(t) +a(t)§(t) < B(t) (4.12)
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with
_ )\ 6 ~112
(1) =V Ams1 — 5775 |9 (4.13)
and
1/2 1/2
B(t) =254|o]l 320l P |5 | Prw] 2| Qo]
~11/2~ 1/2
+25/415]15 2115 2| Py | Pl V2| Q|
+Cl Lo (o) | Qunw || Prw |2 4+ 2] £ () — g (8) 2| Q] 2- (4.14)

Since the solutions v and v are uniformly bounded in H and V for ¢ bounded away from
0, and also || Pw(t)||2— 0 as t — oo, there is

1 t+T
f/ B (r)dr—0 as t— oo. (4.15)
¢

We shall verify the other conditions in next steps.

Step 2: The estimate of tt+T||v(s)||2ds. Based on the well-posedness, it

follows from inner product of (3.1) with v and b(-,v,v) =0, that

d
1*||UH§+VHU||2 <[b(v,%,v)[+[b(vh, ¥, v)| +[(f(t) +vF,v)]. (4.16)

By virtue of the Hardy and Holder inequalities, choosing e such that Cel[¢]| L (a0) <
CLO with Cy determined by different estimate, we derive

b(0,,) | < el L ony 0] < S o], (4.17)
o) < Z o+ 1P imonl O (418)
and
A< Fo> < Sl + 2 elaon < Sl + 2 00061 oy, (419)
since |||l 22(a0) < C|OQ|Y2(|¢|| L~ (a0). Moreover,
GO0 < FI0l+ 15O (1.20)

Combining (4.16)-(4.20), we obtain

Cellpl o000 CloQ
- + el

d 2
@HUH%VIIUII?S asz)"’T/\l”f(t)H%- (4.21)

From the Gronwall inequality, for 0 <ty <t < T, there are estimates as follows.

2
Z0Y,

lo(®)113 < [lo(to)13e ™ 71 4 g | F () [T 0 oy (1 — 721 71))

Celof) _y _
O 11t e oy | (=M= (4.29)

v

Q|
ell7 o a0y +

I/)\l

1 [C|(3
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and

t
1 2
2 2 2
/to lo()IFds < Zllotto)llz+ Joy 1 flze v 1.1 (¢~ o)

17C|00Q Ce|oQ
[ D 2 o+ I e

om+ JE—t)  (4.23)

hold, which implies that

t+T
—/ || ds

Ce|09)|
S 2)\ 1117 e ms0)

[C|8Q|

° It~ 429)

[l Ze (a0 +

holds for sufficiently large T > 0, this is also true for o.
Step 3: The determining modes. It follows from the Grashof number
F
1/2)\1 ’

G:

(4.25)

and the estimates (4.22)-(4.24) to verify (2.7) and (2.8) in Lemma 2.2 as

t+T
liminf — a(T)dr
t—o0 t
o 1 t+T 6 ~ 9
~timint = [ A= g7 )

1 t+T 6 5
ZV/\erl_h{gSolipT/t 2172, [o(7)||"dr

24?2 6 09| Cs|8Q|
>~ (s + g | e Il + el om)] ) (4:26)

Then, (2.7) and (2.8) hold for m sufficiently large provided that

24F? 6 [C|GQ| |

S +C€|8Q\
ML T o12a ) T 91/2,3

A

1= o) lolimom]-  (427)

Hence,
(1) = Qmuwl|3—0 (4.28)
as t— o0.

In terms of \,41~c'A\ym with some non-dimensional constant ¢’ for m — co, the
model is determining if

6 CloQ2
i

Ce|0Q| o
V3C/)\1 14 Lee

24
mZ?G2+ (39)4’7

o | (4.29)

where ¢’ is dependent on the shape of the domain £ only.
Therefore, the proof is completed. ]
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4.2. Proof of Theorem 3.6.
e Some estimates of regular solution.

LEMMA 4.1. For 0<t,<t<T, fELX (RT;H) and vo € D(AY?), the following esti-
mates

¢ 1 6
2 1/4 2 2
/to lo(s)IPds < S IAY 0(t0)3+ 531w t ) (= o)

2C 1 2
(g 40Tl om) ) (5 1 (00) 34y 1 ey ()

2
3
2%

LrCloQf, o CeloQ)], .,
+7|: c ||<'D||L°°(BQ)+T||(p||L°°(BQ):|(t_tO)>

Lr2[o, 4 200109 1,
+Z[ Y ”“’”me)+f\\<ﬁ|\m<am}(t—to), (4.30)

and

[T 2 1 2 C
T el dssVQ—AIHfHLw(t,HT;H)(12+4(V

2
3

+2C¢ |} o0 ))

2
3

120 Clon Ce|o0
+, (S g +iClelieom) [0 e oy + CL2 e o)
VAL
l[2|6Q\
VA1
hold for sufficiently large T > 0.

Proof. Taking inner product of (3.1) with A'/?v in H, we obtain

1d
2dt

2Cv |00
LGLTPT N (431)

+ H80H4L°°(am+

v

AT 0|3+ v]| AT |3 < |(B(v,0), AY20) |+ |(B(v,), AY20)| + | (B(,v), AV v)|
FI(B(,1), AY20)| 4+ [(Pf, AV20) | + |(vPF, AY20)]. (4.32)

Using the same techniques as in the proof in [28], we have

C
|(B(v,0),AY?0)| < T || A% ]|+ |lv]|?, (4.33)

12 U\3

1

v 3
|(B(v,¢),A1/2v)|gEHAWH%—#CH@H%M(W)||v||2, (4.34)
v 3

|(B(7/%U)7A1/2U)|SEHAWHg‘FCH@H%w(aQ)||v||2» (4.35)

14 3 1
|(B(7/171/1)7A1/2U)|§EHA“U”g+V7)\1||90||%w(39)\39\» (4.36)

3 v 3
12,0 < S 1121 Xl 420112
(Pf,A U>|_y)\1 1£12+ 35 147012 (4.37)
and
CV|8Q| 14 3
|<VPF=A1/QU>|STH‘PH%w(ag)‘*‘EHA“UH%- (4.38)
Thus, combining (4.32)—(4.38), we can conclude
d, 1 3 2C 2
A% v3+ Aol (5 +4CIelE~ o0y ) 101+ 5= Il (0|0

VAL . (4.39)

20009 6 ..
t— leli= o) * T/\leHz,
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Using the Gronwall inequality and (4.22), we obtain that for 0 <ty <t<T

— 6 g (-
1A% ]|} < [[ATo||Fem+ 21 Et0) —Hf()llLoomTH)( —eThT)
2C
+( A§+4:0||sa||%m(m>)( 0B+ 1 e 7, )
VAY
CloQ) Ce|09)
2 [l oy + P il e o | 1))
2|GQ| 2Cv|09| 2 —vAp (t—to)
o o el om + 2 oy ) (1= 1) (440)

and

t
1
143 4u(s) [3ds < — [ A *v(to) I3 +

to

6
VT/\1 ||fH2L°°(t0,t;H) (t—to)

20 1 s 2 )
+(VA o) (3 103+ 5 1 e g0t —t0)
Ce|0Q
[N o2 oo+ IO oy )
1 maﬂ| 20|99
o el ooy + = Il omy | (= 10) (4.41)

hold, which implies that

1 t+T
1 / | AV 4 (s) | 2ds

= aisran (1244(= 5 4201l ))
1

2C CloQ 1o Cel0Q,, 4
+;( )\ (aQ)) [T”‘)O”Lx(aﬂ)+TH‘PHL°¢(8Q)]
VAY
112|109 2Cv|09|
S el o + =2 el om | (4.42)
for sufficiently large T'>0. This means we get the desired results. a0

e Proof of Theorem 3.6.
Proof.

Step 1: The estimate of Q,,w. It is well-known that for h € D(A%) defined

on bounded Lipschitz-like domain, h(x,t) can be represented as h(z,t):Z(h,wi)wi
=1

and A*h(x,t) Z)\ (h,w;)w; with o € R where {wy, }m>1 are the eigenfunctions of the

Stokes operator A with the corresponding eigenvalues 0 <Ay <Ay <---. Throughout

rest of the paper, we shall suppose that v and ¥ solve problems (3.9) and (3.8) as weak
solutions which are bounded in D(A'/?), respectively, and also ||f(t)—g(t)|la—0 as

t— +o0. Setting w=v—0= Z(w,wi)wi, by the assumption, we know that
i=1

[ Prnw(t) || pearsay —0 (4.43)
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as t—0. Next is to show that Q,w(t) —0 as in Theorem 3.4, where w(t) satisfies the
following equivalent functional form

{ﬁ+qu+B<f’w>+B<w,ﬁ>+B<ww>+B<w,> L Ea) =g,
w(t=0) = vy — o,

It follows from inner product of (4.2) with AY2Q,,w= Z )\;/2 w,w;)w; in H

j=m+1
that

A Qw3+ A Quuanl 3+ b, AV Q)

+b(w, 0, A2 Q) +b(w, 10, AV2Quw) +b(t),w, A2 Q)
(f(t) = 9(1), A2 Q).

To use Lemma 2.2 with £(¢) = || AY4Qw

(4.45)
(t)||3, we rewrite the trilinear terms as
b(v,w, A2Qpw)
b(w, 0, A > Q)
b(w, ), AV2Qpw)
b(p, w, AY2Q,w)

(0, Qo AY2Q ) +b(v, Py, AI/QQ w),

b(Pryw, 5, A2 Q) + b(Qryw, 5, A ?Qprw),

b(Pryw, 1, A2 Q) +b(Quw, 1, A2 Q).

b(th, P, A2 Q) +b(1), Qw, A2 Q).

By the Hardy and Holder inequalities, from (2.5)-(2.6), using the estimates on v in

Section 2.2, from (2.3), choosing appropriate m such that A,,,11 >1 by the property of
Am, We obtain

|b(v, Qmw, AY?Qw)|
< |[v]4| A2 Qw2 ]| A2 Qw4
<2V AYAy|5]| AY2Q w2 || A¥ A Qumw]|a

9
,18|\A3/4Qm ||2 WHAIMUH%HABMQme%v (4.46)
v m—+1
1b(v, Py, AY2Q,w)| < 24| AY 40| || A2 Py || A4 Q]
1/2 1/2
<24 AV 4|5 HA”“P w3 1A%/ Pyl |32 (| A4 Qw2

_18||A3/4Qmw||2 21/2 1AM 40514 Prw|la]| A P2

OAM/?

< 1A Quwl+ S 1AM ol B AV Py, (4.47)

[b(Prw, 5, A2 Q)] <2V/4[| A5 ||A3/4Qmw|| | APy ]l

< LA Quanl3+ 5 [9IPIAY Pl (4.48)

\b(Qmwvﬁ,AQOw)lS21/4||A1/217||2||A3/4Qmw\\ 1AY 4P|

v 9/\ -
§||A3/4Q wl|*+ 5172, ||A1/4me||§|\v||2, (4.49)



XIN-GUANG YANG, MENG HU, TO FU MA, AND JINYUN YUAN 2319

dxr

| Pw| | A2 Q0]
b(Prw, ), A2 Qw) < Cllg ooaﬂ/ j
( ) < CllellL=(a0) distwony<ce  dist(z,090)

< Clll Lo (99 | Pmw | | A2 Qw2
2
Vo 43/4 H@HL“’(aQ) 1/4 2
§||A/Qwrz wll3+ WHA Prwl[3, (4.50)
m—+17'1

|Qmwl? 1/2 |AY2Qumw|? w|2 1/2
b(Qmw, b, AV Q) <Cllell=(ae) (/ dist(z, B‘Q / dist(x,00) )

<Olpll Lo oo A" * Qumw||2|| A3 * Qw2
y 910112 o0
< 1434 Quuw 3+ —— 2| A% Qw3 (4.51)
18 oA/
m—+1

b(¥, P, A2 Q) < Ol 1< (00 | P || A2 Qw2
v ||<P||Loo o90)
— 1 A34Q,w ERLA el G UL AVAP, w2 4.52
< 5lAY Qmullz+ VRV I wlly - (4.52)

and

Qmwl|? 1/2 |A1/2Q w|2 1/2
b(w,Qmw,Al/szw) < Cellll L= (a0) (/ dist(zx, 6|Q q dist(z,00) )

SC€||30||Loo<am||A1/4Qmw|\2||A3/4me||2
Vo3/4 2H(pHQL“’(@Q) 3/4 2
< LA Qi+ — Z OV Al (45
18 /2
200
Moreover, by the Cauchy-Schwarz inequality, we arrive at
v
I(f(t)—g(t),Al/szw)lSTSIIA?’“Qmwllg 2)\1/2 IF@—g®3-  (4.54)

m+1

Combining (4.3)-(4.10), we conclude that

9llell 9e? ||l
LAY Q3+ A4y — T P om )| AYAQ

9
(V 212012 |

A2 2uAl/?
O 9N .
< o A B P+ 5 [P A P+ 21;2 A4 Bl 012
9||<p||%m o0 T
ZIPIL=(0%) § p1/4 2 TITIL2(09) ) A1/4 2., 2

(4.55)

It follows from the Poincaré inequality A,y 1]|AY4Qunwl|3 < ||A%/4Q,mw||3 and Lemma
2.2 for £(t) = ||AY4Q,,w(t)||3 that

—&() +a(t)§(t) < B(t) (4.56)
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with
9 Mol 7o 921017 o
a(t) =Amsa (v = 1AV 0l - — O D) (as7)
2120\, 74 2w, 2w,
and
O 174, 12| A1/4 2 1/4 2, O 1/4 211112
Bt) =517, 147 vl A7 Prwllz + 21/2 171 AT P34+ S (1AM P30
||<P||%oo(39 ||S0||Loo(ag
A P+ — T | AYA P w3+ 1£(t) =9 (3.
172 \1/2 1/2,1/2 1/2
2v /\m{—i-l)‘/ 2v /\1/ An{-{-l 2)‘7r{+1 (4 58)
1 [T
7/, Bt (r)dr—0 as t—o0 (4.59)

because of ||AY4P,w(t)||z — 0 as t — oco.

Step 2: The estimate of 7 tt+T||A1/4v(s)H§d5. Based on the well-posedness,
for sufficiently large T'>0, we have

1 t+T
1 / | A/ 40(s) | 2ds

o Mgy (124 f F200 I o)

20 CloQ Ca|am
+;( 5 HCl el om ) [Z Ielmom + =5 Il o)
VAY
172009, 4 200109 |
oo el ooy + = el e oy (4.60)

1/2
Step 3: The determining modes. Suppose that leimsup(/ \f(x,t)|2dm)
t—o0 9]

and the Grashof number G = ﬁ For the estimates (4.22)-(4.24), we need to verify
(2.7) and (2.8) in Lemma 2.2 as

1 [T
liminf —/ a(r)dr
t

t—o0
2 2 2
:1iminf1/t+T>\ +1(V—LHAV4UII§— Aelorom 2 Vel 80))‘”
t—o00 T ¢ 21/21/)\:;{3_1 QVA:){—?-I QVA:V{‘?‘l
9 @ 200 952 ") 200 1 t+T
zAmH[(V* | ||L1/2(asz)7 I |1L/2(BQ)>hmsup/ %Hm/%(ﬂngdr}
wAL2, WAL t—00 t o 220N

1 9||‘P‘|%w(asz) 982”‘?”%90(39)
> —
2 (=S | (T )

g (M v (1244 ))
1
S )L o2 e oy + A2 e )

1/)\1
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5 2ol oy + 20 el o) ] sl

which implies that (2.7) and (2.8) hold for m sufficiently large provided that

9P2+4(

20|12 }FQ
s N 117 (00 +(9|‘P”2L°°(69)+952|<P%m(ag))
m+1 21/2p4 )\, 202 212

9 20 C|o9Q Ce|09)
i (S g+l om ) | = el oo+ = 19l on)
1

2009, ., 200|109,
o Nl o + = el omy ) (4.62)

Then,
() =AY Qmuw|3—0 (4.63)

as t — 00.
It follows from A,,11~c'A\ym with some non-dimensional constant ¢ for m— oo
that the model is determining if

81 c
m 2 = (124 4(—7 +2C)pl[} = omy) | &*
v}

(et 9y
202¢ 202¢

81 //2C CloQ Cﬂ89|
+2’/65((m1 +4C1 I~ o) ) | o e o + ol o]

2000 ., 200(0Q 4 2
o el ony + = Iellieon)] ) (4.64)

where ¢ is dependent on the shape of the domain 2 only. Thus the proof is completed.
a0

4.3. Proof of asymptotic determination for autonomous system. In this
section, originating from the idea in Kalantarov, Kostianko and Zelik [11], we will
illustrate the asymptotic determination by using the estimates as in Section 4.1 via the
Grashof number. Based on asymptotic determination of trajectories, the Lyapunov-
Schmidt reduction can be used to achieve Theorem 3.10.

e Proof of Theorem 3.9.

Proof. Let v and © be two trajectories inside the finite fractal dimensional global
attractor A in Theorem 3.8 with initial data vo and ¥ such that P,,v(t) = P,,0(t) for
teR. Denote w(t) =v(t) —0(t), then it is easy to check that w satisfies

dpw(t) +vAw(t)=F(o(t) - F(v(t)),
{w(O):Uo—fJo. (465)
Suppose F'(-) satisfies the assumption

{1)IﬁKWV/<Cl

I (4.66)
2) |[F(v) = F@®)|lv <Llv-"0ln,
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where v, v € H, L is an undetermined variable parameter.
Taking inner product of (4.65) with w(t), noting that P,w(t)=0 and from the
(4.66), we drive

1d

5 1@z +vw@®)|P < fb(w,v,w)|+ |b(w,$,w)], (4.67)

where
|b(w,v,w)| <21/4||v||”2||v\|1/2lelwllwll“z\lwll

§*||W||2+67Hv||2||v\| lw]l3, (4.68)
and choose appropriate e such that Cel|p||p=@q) <4, which implies
v
[b(w, 1, w)| < Cell| oo a0y [lw]|* < Z”wHQ' (4.69)

Denoting L < &-||v[|3]|v]|* which will be determined later by Grashof number, (4.67)-
(4.69) yields

d 1
1@+ [PAms = I3[0l le@)]” <0,

which implies
w5 < e lw(s)|l3 (4.70)

for s <t and some 1> 0 provided that the hypothesis in Lemma 2.2 are satisfied.
Repeating the procedure in Section 4.1 for autonomous case, we see that

¢ 1 2
/to [o(s)||*ds < ;Hv(to)||§+ VTMIIfII%(t—to)
CeloQ|

17C|00
t {%H(pni‘”(aﬂ)"' ||80||%oo(ag)} (t—to) (4.71)

holds, which implies

[ rass 1B+

for sufficiently large 7> 0.
By the existence of global attractor A in H, we can set the radius of bounded
absorbing ball as ||v||2 < p. By using Lemma 2.2, we only need

CloQ Ce|0Q)
M ELALTPT O .~

(o)t (BQ)} (4.72)

itk o B
mint 7 [ WA= 2 (o) )i
1T p? 2
> Ay 1 — limsup = 7 d
> v —limsw s [ 2ol s
4%\ f1I3 | p* [ClOQ CeloQ|, 1
> = (a2t | e el on el omy| ). (478)
Then, (2.7) and (2.8) hold for m sufficiently large provided that
40?|1 113 Clo9| Cé‘laQ\
Am+1> 3N, +3?[ ll ||L°° o) T ||§0HL°°(8Q)] (4.74)
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Hence, ||w(t)||3—0 as t — oo for trajectories inside A. In terms of \,,41~cA\ym with
some non-dimensional constant ¢’ for m — 0o, the model is asymptotically determining
if

4p% 5 0 o9 CelOQ,, 4
m> 250t e [T el o+ L Il ony | (475)
where ¢’ is dependent on the shape of the domain 2 only.
Therefore, the proof is completed. ]
e Proof of Theorem 3.9.
Proof.

Step 1: The estimate of v_(t) €Cy([0,M];H). From the well-posedness of au-
tonomous system, we can see that v(t) € C([0,M]; H) and v (¢t) € Cy(Ry; H) which also
leads to the existence of solution v_(t) € C'([0, M]; H) for the following problem consid-
ered as

%v,@+VA<U,<t>>+QmF<v+<t>+v7<t>>:g,,
v_(t)]4=0 =0

(4.76)

for fixed M > 0.
Taking the inner product of (4.76) with v_(¢) in H, we can arrive at

o @3-+ vl () < (P (- 4v.),00) (.02,
with
(F(v-+v4),0-)| |(B(vg,01),0) |+ [(B(og,v-),0-) [ +](B(u-v),0-)]
+(B(v—,v-),0-)[+[(B(v4,%),v-)|+[(B(v-,¥),v-)|
+(B(,v4),0-)[+ (B, v-),v-)]
=|(B(v—,v4),0-)[+[(B(v—, %), v)[+[(B(4,v4),0-)[  (4.77)
and

(g,0-) = (PL(f () +vF) = B(¥),v-) (4.78)

from the property of trilinear operator and orthogonality of v_ and vy in H.
By using the analogous technique in Section 4.1, choosing ¢ small enough such that
Celloll = o0) < {5, then we have the following estimates

1/2 1/2
|(B(o-,vp),0-)| <24 o]}/ ||v—||1/2||v 15"l 12l |

_16Hv I+ *Hv+|| lv-113 (4.79)

and

[(Bv-,1),0-)| < Cell Lo oy 1o |12 < = [0 |1 (4.80)

— 16

and

c
|(B(¢,04),0 )| <Cll@ll L= ooy lv4-ll2]lv- H716Hv I +7||90||L°° ollvell3 (4.81)
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and
Cell¢||? w o0
(B(),v-) < tello- [P+ ” ”L;‘”) | (4.82)
and
V< o> 1< o 2422 090013 om) (4.83)
since [[pl| 22 (a0) < ClOQ]?|[pl| L~ (a0). Moreover,
(o)< gplol+ - 1718 (4.84)

— 16

Then we conclude that

d 8
0= @E+ @A = llog [*)llv- (013

O5||S0||%w(39)|89| vC 9 2 9
O 00l oy + 5y 13- (485)

Repeat the procedure in above proof of Theorem 3.9, by using Lemma 2.2, we can derive
that there exists a positive constant 77 such that

Cf||<P||4oo(aQ)|aQ|

- (@13 < > 7I59|||¢||Loe o) T3 ||f||2

C
< T/MHQOH%OC(BQ)HUJr”Q"’_

c ) /t (s
+— . e~ 13 lo, (1)]|2 4.86
Y lellZ (09) Y v ()12 ( )

for 0<t<M provided that m sufficiently large as (3.21), which implies v_(t)€
Cy([0,M], H) which also contains the initial time t=0 due to v, (t) € Cp(Ry, H).

Step 2: The existence and uniqueness of v_(t) in Cp(R4,H). The uniform
boundedness in Step 1 yields v_ ps(t) is bounded with respect to M, which lets us
claim that {v_ ar(¢)}37_; is a Cauchy sequence in Cyp(R4, H).

Denoting v, a, (t) =v—_ ar, —v— a, for My > Ms, which satisfies

{atle,Mz () +vAvas, vty = [ F (v a1, () Fopan, (8) = F (- a, () + 0400, (1),

(4.87)
UMy, M |t:M2 =V— M (M2)7

then multiplying (4.87) with v, ar,, noting that vy, (Mz) is uniformly bounded with
respect to My and My in Cy(R4, H), using the similar argument in the proof of Theorem
3.9, we can deduce

loar, v, (£)][5 < e o ay, (= Mo)[|3 < Cem M),

which implies that {v_ s (¢)}37-; is indeed a Cauchy sequence.
Passing to the limit as M — oo for {u_ p(t)}, the existence and uniqueness of
desired solution for (E2) in (3.20) has been obtained with v_(¢t) € Cp(Ry, H).

Step 3: Reduction. Let v!(t) and v?(t) be the two solutions of (4.76) with cor-
responding lower frequency functions v’ (t) and v2 (t), respectively, we denote v_(t)=
vh (t) —v% (t) satisfying
G (1) + v AW (1)) = QuF 0 (1) 02 (1)) ~ Qu (0 (1) +02 (1)),
v_(t)]t=0 =0.

(4.88)
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Multiplying (4.88) by v_ and integrating over ), we can derive

5 2 =@ 3+ vllo- @I <|(F (0} (8) + 0L (8) = F (@4 (8) +02 (1)) 0- ), (4.89)

|(F (0 (8) + 0l (8) = F (3. (8) +
<[(B(v4,v}),0-)| +|(B(vs,v}) v

v (1)),0-))
-)
H(B(v},vs),v- )| +|(B(vl,v-),
|+

|+ 1(B(v—,v}),0-)|+[(B(v-,vl),v-)]
v+ 1B ve) v+ [(B(v2,v-),

FH(B(og,9),0) [+ (B, 9), v ) [+ (B, 04),0-) [+ (B¢, v-),0-)]

=|(B(v-,v"),0-)|+|(B(v- ) INHIB,v4),0-)]

from the property of trilinear operator and orthogonality of v_ and vy in H such as
[(B(v2,v04),v-)|=(B(v2,v-),v4)| =0.

By using the analogous technique in Section 4.1, choosing € small enough such that
Celloll = (a0) < §, then we have the following estimates

v-)|

|(Bo—v'),v )| < Zlo | +3, ||v1||2\|v—|\§ (4.90)
and
|(B(v—ﬂlf,v—))|SCEIISOIILoo({m)||’U—||2S%IIU—II2 (4.91)
and
(B(2),0)| < Cllpleom o Tl | < B o P2 ol oy 4
(4.92)

Combining (4.89)-(4.92), we derive that

d 3 c
SI= OB+ @A = o 0 B - (O3 < o el omy loel3 (493)

Since the hypothesis (3.21) ensures that there exists a constant 7 >0 such that

d C
%Hv—(f)\lﬂﬁllv— Ol < T)\lH@H%W(QQ)HU%—”%a (4.94)

then Gronwall lemma implies that

_a c "o (t-s
lo_(t)|3<e "(t+M)||U1_(0)—03(0))||§+T/\1H¢H%w(aﬂ)/o e~ M=) ||ul (5) — 02 (5)]|2ds.

Passing to the limit as M — oo, we conclude that

C —n(t—s
lo- )11z < —=ll¢ll7= o 192 sup ol (s) —v2 ()13,
VA1 sER4

which means the results hold. 0
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5. Further research

For the two dimensional incompressible Navier-Stokes equation, the determining
nodes have been obtained [3,6-10]. However, if the domain is Lischitz, we will give the
definition of determining nodes and a useful lemma as following. Then we shall state
the main difficulty for achieving the determining nodes for (1.1) or (3.1), which is our
further research in future.

DEFINITION 5.1.  Consider the set £={x1,29, -, 2N} as collected measurable points
in Q, we call the set £ is a set of determining N -nodes if for every two solvers v and v
of (3.1) defined by (3.8) and (3.9), respectively satisfying

Jim [[£(t,) ~ g(t,) [ =0 (5.1)
and

lim sup |v(2’,t)—o(2",t)|=0, (5.2)

t—)OOi:17,H 7]\/‘
then we have
Jim [[o(t) — ()], =0, (5.)

where f(t,x) and g(t,z) are given external forces in L (RT; H).

loc

LemMma 5.1 ([7,10)). Assume that Q2 is covered by N-identical squares. Let &€=
{x1,29, -, N} be points in ), distributed one in each square. Then, for each vector
field w in D(A), the following inequalities hold:

C
NN

C
| Awl[3,
NN

[wl|7 () < eNn(w)® +

c
IIwIIES/\*ln(w)QJr | Aw][3,

[w]|* < eNn(w)? +

&
| Awl]3,
AN 2

where ¢ depends on the shape of ) only.
REMARK 5.1.  Setting w=v(t)—0(t) and n(w)=" r{laXNHw(xi,t)Hg, we want to show
i1

(5.3) if (5.1) and n(w)—0 hold as t— oo, which needs a new revised version of the
above lemma for two dimensional Navier-Stokes equations in bounded domain with C?-
boundary. By the definition of trace in Lipschitz domain from [19,23], the above Lemma
(especially the integration by parts in proof) does not hold for problem (2.7), which is
the main difficulty and our objective in future.
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