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Abstract. We develop a class of implicit-explicit (IMEX) Runge-Kutta (RK) methods for solving
parabolic integro-differential equations (PIDEs) with nonsmooth initial data, which describe several
option pricing models in mathematical finance. Different from the usual IMEX RK methods, the
proposed methods approximate the integral term explicitly by using an extrapolation operator based
on the stage-values of RK methods, and we call them as IMEX stage-based interpolation RK (SBIRK)
methods. It is shown that there exist arbitrarily high order IMEX SBIRK methods which are stable
for abstract PIDEs under suitable time step restrictions. The consistency error and the global error
bounds for this class of IMEX Runge-Kutta methods are derived for abstract PIDEs with nonsmooth
initial data. The related higher time regularity analysis of the exact solution and stability estimates
for IMEX SBIRK methods play key roles in deriving these error bounds. Numerical experiments for
European options under jump-diffusion models and stochastic volatility model with jump verify and
complement our theoretical results.
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1. Introduction
In this paper, we study the high order time approximation of partial integro-
differential equations (PIDESs)

{8tu(t,x)+£u(t,a:):f(t,x), teJ:=(0,T], zeq, (1.1)
w(0,2)=u’(z), x€Q, '

subject to proper boundary conditions, where 7> 0 is a fixed final time, Q CRY, d>1,
denotes an open regular domain with boundary 992, f:(0,7] x Q — H is a given function
with H being a Hilbert space, u? is a given nonsmooth initial value, and £ is a given
operator with the general form

Lu(t,x):= Zaijaiju(tw) + Zﬁiaiu(t,x) +yu(t,z) —|—/Qu(t,x—|—y)g(y)dy, (1.2)

)

which can be viewed as a generator of a d-dimensional Lévy process. The first term in
(1.2) corresponds to the diffusion, the second to the drift, and the fourth to the jump
part. Some special cases of (1.1) are the so-called jump-diffusion models and stochastic
volatility model with jump for options pricing [6, 18, 31, 37, 44, 45]; see Section 7 for
details.

*Received: January 19, 2023; Accepted (in revised form): January 07, 2024. Communicated by
Arnulf Jentzen.

TCorresponding author. Department of Mathematics, Shanghai Normal University, Shanghai,
200234, China (wswang@shnu.edu.cn; w.s.wang@163.com).

fDepartment of Mathematics, Shanghai Normal University, Shanghai, 200234, China (1032753359Q
qq.com).

$Department of Mathematics, Shanghai Normal University, Shanghai, 200234, China (lizifeng
aixym@foxmail.com).

1569


mailto:wswang@shnu.edu.cn
mailto:1032753359@qq.com
mailto:1032753359@qq.com
mailto:lizifengaixym@foxmail.com
mailto:lizifengaixym@foxmail.com

1570 IMEX RKM FOR PIDEs WITH NONSMOOTH INITIAL DATA

It is well known that implicit time discretization of PIDEs (1.1)-(1.2) always results
in a system of algebraic equations with a full coefficient matrix, because of the nonlocal
nature of the integral operator

Ju(t,x) ::/Qu(t,x—ky)g(y)dy. (1.3)

The alternating direct implicit (ADI) method [3,33], FFT [2,22], iterative methods
[2,23,54,56] and other methods [17,59] have been used to solve such systems with full
coefficient matrices. In order to avoid having to solve the algebraic system with a full
coefficient matrix, some researchers applied implicit-explicit (IMEX) scheme to solve
the jump-diffusion option pricing model, a special case of PIDEs (1.1)-(1.2); see, for
example, [9,12,16,19,24,34,34-36,38,47,49,57,58]. These IMEX schemes analyzed in the
above literature are based on the uniform time grid. However, due to the nonsmoothness
of the initial data u°, the payoff function in option pricing models, singularities may arise
at t=0. Considering this fact, Wang, Chen, and Fang employed the variable step-size
IMEX BDF?2 scheme to solve the PIDEs (1.1)-(1.2), proved its stability, and derived its
error estimates based on the results on the time regularity of the solution [60]. Recently,
the authors of [61] solved the jump-diffusion option pricing model by using the variable
step-size IMEX mid-point scheme. The variable step-size IMEX Crank-Nicolson Adams
Bashforth method was used to solve a stochastic volatility model with jump [43]. The
a posteriori error estimates of the variable step-size IMEX BDF2 method for European
option pricing under the jump-diffusion model were also derived in [62].

In this paper, we try to study high-order variable step-size IMEX Runge-Kutta (RK)
methods for PIDEs (1.1)-(1.2) and derive the nonsmooth data error estimates. This will
be done by analyzing higher time regularity of the exact solution and combining with the
novel stability estimate techniques. Nonsmooth data error estimates have been widely
explored by semigroup method for semidiscrete or fully discrete methods for parabolic
problems; see, e.g., [8,20,41,42,46,65]. In these outstanding works for RK methods it is
common to assume that the module of the stability function R(z) of the RK method at
infinity is strictly smaller than one. Then the Gauss RK methods are excluded by this
assumption, since the stability function of the Gauss RK methods satisfies R(co)=1.
In this paper, to obtain nonsmooth data error estimates for general RK methods which
include the Gauss methods, the Radau ITA methods, and the Lobatto ITIC methods, we
shall not use such an assumption and only require algebraic stability of the RK methods.
We obtain higher time regularity results of the exact solution and the stability estimates
for the numerical methods in a crucial way, and employ these to estimate the error by
using energy technique.

It is important to realize that the IMEX RK methods have been applied to various
problems (see, for example, [1,4,10,11,27,64]) because of their high order and effective-
ness. Briani, Natalini, and Russo have also used them to solve jump-diffusion option
pricing model on a uniform time grid and discussed the stability of these schemes under
step-size restrictions by classical von Neumann analysis [13]. Different from the usual
IMEX RK methods, the proposed methods in this paper approximate the integral term
explicitly by using an extrapolation operator based on the stage-values of RK methods,
and we call them as IMEX stage-based interpolation RK (SBIRK) methods, which have
been introduced for solving nonlinear Allen-Cahn and Cahn-Hilliard equations [1] and
nonlinear Volterra functional differential equations recently [63].

The paper is organized as follows. We start in Section 2 by introducing an abstract
class of PIDEs and make some assumptions on the differential operators, the integral
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operator, and the initial data. The a priori bounds for the high order time derivations
of the exact solutions to abstract PIDEs are also obtained in this section. In Section 3,
we propose the variable step-size IMEX SBIRK methods for solving PIDEs and study
the existence and uniqueness of the solution to the implicit algebraic equations. The
stability of this class of methods is analyzed in Section 4. As a consequence of the sta-
bility analysis, arbitrarily high order stable IMEX SBIRK methods can be constructed
by choosing a large number s of stages. Section 5 is devoted to the error estimates for
this class of methods when they are applied to PIDEs with nonsmooth initial data. The
fully discrete approximation based on finite difference method for space discretization
will be discussed in Section 6. In Section 7, we give some numerical examples for jump-
diffusion models and stochastic volatility model with jump to illustrate our theoretical
results. In Section 8 we finally conclude with some remarks.

2. Abstract PIDEs

Let || - || denote the norm induced from the inner product (-,-) on a Hilbert space H.
Let the operator £ be split into £L=.A+B+ 7 such that J has been defined in (1.3),
A: D(A)— H is a positive definite, self-adjoint, linear operator whose domain D(A) is
dense in H, and B: D(A) — H is a linear operator. The operators A and B have different
choices, for example, A can be >, a;;0;u(t,x) or >, a;0iu(t,x) +yu(t,z) in (1.2),
and therefore B=L—A— 7. Then the operator A is sectorial, and the spectral theory
of the operator A allows us to define the powers .A%/2 of A for § €R (see [30,66]). For
every #>0, A?? is an unbounded operator in H with a dense domain D(A%?)cC H.
The space D(A%?), 0<H<2, is endowed with the norm |jv||s:=|].A%?v|. For =1,
we define V :=D(A"?) and the norm |.AY?v|| = ||v||;, vE€D(AY?). Let V* be the dual
space of V', and denote by || - ||« the dual norm on V*. We still denote by (-,-) the duality
pairing between V* and V. As a consequence of A having the above properties, there
exists a constant Cp >0 such that

[oll <Cpllv]ly, VoeV, |l <Cp|vl, VveH. (2.1)
Now let us consider abstract PIDEs derived from (1.1)-(1.2)

o' (t) + Au(t) + Bu(t) + T (u(t)) = F(t), te(0,T], (2.2)
u(0)=u°, (2.3)

where F':(0,7]— H and the initial data u® € V. For the linear operator B, we assume
that there exists a constant (3 such that

1Bull <Bllulli,  VueV. (2.4)
As for the integral operator J, we assume that it satisfies the condition
[Tul <Cyllull, VueH, (2.5)

for constant C'y independent of ¢.

The operator A generates an analytic semi-group E(t) =exp(—t.A) (see, e.g. [30,51]),
and therefore, the solution w(t) of the parabolic problem (2.2) becomes analytic with
respect to ¢ in the open interval (0,7]. It follows from the analyticity that (D!=
o/ot1=0,1,2,...) [30]

IDLE(t)]| = | A E(t)]| < Ct!|lvll, 0<t<T, veH. (2.6)
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We shall use the ensuing smoothing property
| DLEt)v]| <Ot~ =C=072||p)lg, >0, veD(AY?), 0<0<5<2, 1=0,1. (2.7)

Due to the non-smoothness of the initial data u°, singularities may arise at ¢ =0.
In [60], on basis of the analyticity (2.6) and the smoothing property (2.7) of the analytic
semigroup E(t), the following lower time regularity has been provided.

THEOREM 2.1 (Lower time regularity [60]). Let B CV be a bounded set and 0 <t*<T
and F€C?(0,T;H). If u(t) €B for 0<t<min{1,t*}, then

[/ (t)[le <C(B,t*)t = O=D/2 te(0,t7], 0€[0,2),
D @) || <C(B,t*) 2 te(0,t*], 1=1,2,3.

Since our IMEX RK methods can be arbitrarily high order, we need to provide
higher time regularity results. To do this, we first show the following lemmas.

LEMMA 2.1.  Assume that the operators B and J satisfy (2.4) and (2.5). If
BCp+CyC% <1, (2.8)
then the solution to (2.2)-(2.3) satisfies

t t
[ lulPas<ju)z+c [ F|Pas, (29)
0 0

where C' is a constant depending only on B, Cp and Cj.

Proof. Taking in (2.2) the inner product with 24~ 1u, using (2.1), (2.4) and (2.5),
we have

d, . _
— (AT ) +2][ull* < BCpful® + Cy Ch lull* + Cplull|| F|l..
When the condition (2.8) holds, it follows after integration that
t t
(A ufe) )+ [ JulPas < a2+ [ |F|as
0 0
Taking the positivity of the operator A~! into account, we obtain the desired result

(2.9). O
LEMMA 2.2. Under the assumptions of Lemma 2.1, for any € >0, we have

Jul0)] < esup GIF )1+ (2 u(@)]+sup | P ).
Proof. Taking in (2.2) the inner product with 2471y, yields
2(A_1ut,ut)+%||u\|2:—Q(BU,A_lut) —2(JTu, A" ug) +2(FL A )
<98l +2C . ] +25 (P A ) —2(F, A ),
which implies

d d
P < Clfull® +22 (F. A7 ) —2(F, A ), (2.10)
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where C := 3%+ C3C%. Multiplying by ¢ on both sides of (2.10), we obtain
d d
p (t[u]?) < Clt||u||2+2% [t(F, A )] —2t(F', A ')+ |Jul|® —2(F, A ). (2.11)

Applying Gronwall lemma to (2.11) yields

t
tIIU(t)IQSC<tIF|*ullmL/O (SIF’II*IIUI*+||U2+|F|*UII*)48> :

By Lemma 2.1, we obtain, for any € >0,
2

t t

€ 1 1

lu@)?<— [ SIF|Zds+Ce ([IFIZ+ - u©)Z+- [ [F|2ds
t Jo t tJo

and hence the desired result. a0
Now we show the following theorem on higher time regularity of the solution to

(2.2)-(2.3).
THEOREM 2.2 (Higher time regularity). Let BCV be a bounded set and 0<t*<T
and F€C?(0,T;H). If u(t)€B for 0<t<min{l,t*}, then, under the condition (2.8),
|uD @) <C(B,t*,Dt~H2 te(0,t], 1=1,2,.... (2.12)

Proof. 'We proceed by induction. We first note that (2.12) is satisfied for [=1,2,3
by Theorem 2.1. Let k>3 and assume that (2.12) holds for | <k—1. We now show
that (2.12) holds for I=k. To show that (2.12) holds for I =k, we set vy, (t) =t*u®)(t),
k=1,2,..., which satisfies

v+ Avg + Bog + T (o) =kttt FR p e (0,6%]; vp(0)=0.
Noting A~1u®) = A1 pk=1) g (k=1) _ g=18y (k=) — 7(A-1y(F=D) we use Lemma
2.2 to obtain, in view of v (0) =0,

vk (£)]| <esup (s||skF<k+1> +2ks" VM) L k(k— 1)k 2R
s<t

k|| (k —1)sh 2 k=D 4 k=13, (0) ||)

+Costp (|5 PO (s) 4 ks LFO D (5) 4 ks [ulb D)),
s<t

Using our induction assumption, [[u*=Y|| < C(9B,t*)t=#+3/2 choosing ¢ such that
ek <1, we obtain

lo ()| < C(B,7,0)t'/2.

Then (2.12) holds for {=Fk and the proof is completed. ad

3. IMEX SBIRK methods for abstract PIDEs
In this section, we present the IMEX SBIRK methods for abstract PIDEs.

3.1. IMEX stage-based interpolation RK methods. For the given positive
integers N, let the time interval [0,7] be partitioned to 0=tg<t; <...<tp_1 <tp <
the1 <...<ty=T. Let 7,=tn+1 —tn,n=0,1,...,N —1, be the time step-sizes which
in general will be variable. Let (A,b7,c) denote a given RK method characterized by
the s x s matrix A= (a;;) and vectors b=by,...,bs]T, c=[c1,...,c5]T. In this paper we
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always assume that 25:1 bj=1 and ci:Z‘;:l a;; €[0,1]. As one of the primary time
discrete methods, the RK method (4,b"',¢) discretizes an initial value problem for ODEs

v’(t):f(t,v(t)), tE(O,T], U(O):Um

in the following way. For a given approximation v, of the nodal value v(t,), one
computes v, 11 by

V;(n) :Un+7'nzaijf(tn,jvvj(n))v i=1,...8

j=1
S
Un+1 :Un"‘Tanjf(tn,ijj(n))a
j=1
where Vj(n) are the internal stage value approximations of v(t, ;) for j=1,...,s, with

tn,; =tn+c;T, being the internal RK nodes.

Now we construct IMEX SBIRK methods for solving the problem (2.2). To do this,
let us consider Lagrange interpolation operator Z7: for given internal stages Ui(n_l),
i=1,...,s, the Lagrange interpolation polynomial u],_,(t):= (Z"U™~1) (t) of degree at
most s— 1 satisfies

u;—l(tnfl,i):Ui(nil), i=1,...,s,
where U~V = [U(n_l) U(n_l) LUMIT. We use the abbreviation U"]“.:

u]_1(tn,;), which approximates u( n;) by the extrapolation method using the stage

values U(" Doi=1,...s.

An s-stage RK method (4,b7,c) for ODEs together with Lagrange interpolation
operator Z” can now lead to an s-stage RK method (A,b7,c,Z7) for solving problem
(2.2) in PIDEs:

U 410y ai AU + BUM + gUr T —uﬁmZa” i=1,..s,
Ung1+70 Y [AUS + BUM™ + U] _un+Tan o,

where F':= F(t, ;). Using the Lagrange basis functions

lj(t): ﬁ m te[tn7tn+1]v

it mzg (Tt = tn—1,m)’

the s-stage RK method (A,b”,¢,Z7) can written as

Zl te[tnatn—i-l]a

U™ +Tn(A®I)[A UM 4+ BUM + JU 17 = (e@1)up+ 10 (ART)F™),
Unt1+ 7o (VT @ I[AU™ + BU™ + JU 1 =w,, + 7, (bT @ 1) F™,

(3.1)

where e=[1,1,...,1]7 , U LT =[U UYL URSYTIT, F0 = [FRLFY,

n,1l r~Yn,

FMT, @ is the Kronecker product and I is the identity matrix.
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It should be pointed out that to implement the IMEX SBIRK methods for PIDEs
(2.2), we need the first step integral approximations u; and Ui(o), i1=1,...,s, of (2.2),
which will be obtained here by a low order method such as IMEX Euler method with
small time stepsize (see, e.g., [60]) or a low order IMEX RK method with appropriate
time stepsize (see, e.g., [13]).

For a vector b= [by,ba,...,bs]T, the symbol b > 0 (respectively, b>0 ) means that each
component b; >0 (respectively, b, >0), 1=1,2,...,s, and, for a matrix M, the symbol
M >0 (respectively, M >0 ) means that this matrix is positive definite (respectively,
nonnegative definite).

For any positive definite diagonal matrix D =diag(dy,ds,...,ds) >0, for any vectors
U=[U1,Us,...,.U] € H® and W =[W;,Wa,..., W] € H®, we use the notations

UW)p=>"d;(U;,Wy), 1U|lp=(U.U) 5>,
j=1

to represent an inner product and the corresponding norm, and ||A||p for the corre-
sponding matrix norm. We also use the notation ||U||1,p to denote

1

2

o= (Y U} ] . veve.

j=1

U

To analyze the stability and convergence of IMEX SBIRK methods for PIDEs (2.2),
we need several definitions.

DEFINITION 3.1 (]28]). For the inner product (U, V)p and matric D=
diag(dy,ds,...,ds) >0, we then denote by op(A~1) the largest number o such that

(U, AT'\U) p>o(U,U)p,  for allU e H®. (3.2)
We also set

oo(A™) :=supop(A~T).
D>0

DEFINITION 3.2 ([14,40]). The method (A,bT,c) is said to be algebraically stable if
b>0, M =diag(b)A+ AT diag(b)—bb" >0.

3.2. Existence and uniqueness of IMEX SBIRK solutions. We first show
that algebraic system (3.1) has at least one solution by following the approach of Hunds-
dorfer and Spijker [32] (see also [21]), which is based on the uniform monotonicity the-
orem. For this purpose, we first notice a fact that the interpolation operator Z™ has the
following property: For a positive definite diagonal matrix D =diag(d;,ds,...,ds) >0,
there exists a positive constant CF such that

IzZ7u Y <cE V| p, UMV en®. (3.3)

Obviously, the constant C% depends on the matrix D and the Lagrange basis functions
1;(t), and can be computed by

S

sup I(t)], dmin = min d;.
1

I _ -1
Cp=d min
t€lto, T, — %S

min



1576 IMEX RKM FOR PIDEs WITH NONSMOOTH INITIAL DATA

THEOREM 3.1 (Existence). If the RK matriz A is invertible and vr, <oo(A™1) for a
positive diagonal matrix D and v:= %(ﬂz—Cfg), then the algebraic system (3.1) has a
solution for any problem (2.2)-(2.3).

Proof.  The proof is identical with that of Theorem 5.3.12 in [21] and therefore is
omitted. 0

Before we give the uniqueness of the solution to Equations (3.1), we present the
following general results.

THEOREM 3.2.  Let ul_,, U™ and u,,1 be given by (3.1) and consider perturbed

values Ul _4, U™ and g+l satisfying

an (0= LU+ Ro(t), tE [t tnsa],
j=1

U™ 41, (A DAU™ + BU™ + JU 17 = (e @ )un + 7 (AQT)F™ + Ry,
U1+ 70 (BT @ DAUM™ 4 BUM + JU 17 =y, + 7, (b7 @ I)F™ 4 Ry,

(3.4)
where Ry € Cltp,tni1] , Ri=[Ria,...,R1s|T € H®, Ro € H are any given perturbations,
and U=17 =0n_1(tn,). If the RK matriz A is invertible, and vr, <op(A™') for a
positive diagonal matrix D, then we have

[T = U™ <Cp(m)l|Ballp+ \/QLD(Tn)CJCﬁTnt€ max_[|Ro(®)l; (3.5)

tnstnta

11— tns1l| <Cpl|A™|p(1+Cp ()| Rl b + || Re |
—i—CBD\/(ECD(Tn)CJC%Tnt [max HR()(t)H, (36)

Eltn, n+1]
where

> 1
d:Zd“ LD(Tn)::
i=1

Cpp:= max \/m, CD(Tn)izLD(Tn)”A_lHD

1<i<s

Proof. With the notation AU = um_—y (") the difference of the second equations
in both (3.1) and (3.4) can be written as

AU +7,(AR I [A(AU) + B(AU) + JU" 57 - JULT] =Ry (3.7)
Multiplying both sides of the Equation (3.7) by AUT(DA~'®1) yields

AUT(DAT @ I)AU +7,AUT (D& I) [A(AU) + B(AU) + JU 17 — gU™=17]
=AUT(DA™*®I)R;. (3.8)

Then it follows from (2.4) and (2.5) that
IAUT (D& 1) [B(AU) + 70717 — gun—1]]

2
1 rrn—1,7 n—1,7
< NAUIS + S IAVIR o +IAUp 7T = JUm 17|
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2
1
<5 1AvIH+ §||AU||§,D+HAUHD\/gCJCJID sup [[Ro(t)l; (3.9)

tE€[tn,tnt1]

where we have used the inequality

[N

Y dilRo(ta )P <V sup  ||Ro(t)]l-
j=1

te [tn 7tn+1]

In view of (2.1), we have

1 C?
AU (D& DAY= AU » 2 S IAVIR o+ ZIAU[.
Then using (3.2) and combining (3.8) and (3.9) yield

op(A™HI|AU||D <vral||AU|S + (AU ||| A™ Rullp
+mVdAC,;CH||AU||p  sup  [[Ro(t)]].

tE[tn tnt1]

Thus it follows that

(ep(A™) —vm) |AU||p < IIA_1R1\|D+TnﬂC.JC£t max ]HRo(t)H,

tnytn+1

which implies (3.5).
Similarly, it can be deduced from the difference of the third equations in both (3.1)
and (3.4) that

U1 —tni1=—7, (0T @) [A(AU) + B(AU) +JU" 57 — JU 17| +- R,
=—(TAT Q) (AU -~ Ry)+ Ry
=—("D'DAT'RI)(AU — Ry) + R».

Hence

[nt1 —tns1l| <Copl|A7|D(|AU|| b+ || Rl p) + || Ral|- (3.10)

Then substitute (3.5) into (3.10) to obtain (3.6). The proof is completed. |

As a direct consequence of Theorem 3.2, we have the following uniqueness result by
putting Rg=0, Ry =0, and R, =0.

THEOREM 3.3 (Uniqueness). Suppose the problem (2.2)-(2.3) satisfies the conditions
(2.4) and (2.5). If the RK matriz A is invertible and vr, <oo(A™1) for a positive
diagonal matriz D, then the system (3.1) possesses at most one solution.

Another important conclusion can be made from Theorem 3.2 that the SBIRK
method (A,b7,c,Z7) with invertible matrix A is BSI-stable and BS-stable (see, e.g.,
[21,26,28,40,63]) in the following sense.

DEFINITION 3.3. The method (A,b7,¢,I7) is said to be BSI-stable, if there evist
coefficients ¢1,ca,¢3, which depend only on the method, such that

1T —U™ || <&||R:|Ip +527'nCJte[m%X ]||R0(t)‘|a Ty < C3.

nybn41
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and is said to be BS-stable, if there exist coefficients ¢1,Ca,C3, which depend only on the
method, such that

1 = | <E (1R + | el + 2 C_max (ROl vr <@ (310
nsyln+1

As a consequence, we can choose 7 € (0,0p(A™1) —v7,) and set

~ Vv dmax

C1 =

sup Cp(1), Ca= vd sup Lp(7), c3=op(A™Y),

V dmin 0<r<7 Vv dmin 0<r<7

& =max{(1+¢)vbmax|[A""|[p,1}, E=CppVd sup Cp(r), T=70s,

0<7r<7
where

dmax = max d;, bpax = max by,
1<i<s 1<i<s

such that the method (A,b7,c,Z7) is BSI-stable and BS-stable.

4. Stability of IMEX SBIRK time semidiscrete scheme

In this section, we use the algebraic stability of the ODEs RK methods to show
the stability of IMEX SBIRK methods for PIDEs (2.2)-(2.3). We have the following
stability result.

THEOREM 4.1 (Stability). Let {u,} denote the approximation sequence which is
produced by using algebraically stable method (3.1), with the first step approximations

uy and Ui(o), i=1,...,s, to solve problem (2.2)-(2.3). If the method (3.1) satisfies
op(A™Y) >0, then under the condition, with a constant & € (0,05(A71)),

Tmax(y""Cch) §£17 Tmax:1<gl<a§_17-n7 (41)

we have the following inequality

[lunI* <e(tn) max { Juo||*, [lus]|*}

+@(tn)(tn —t1) MHU(O)IIQB+(1+/~L’_72)lrgja<xnllF(j)H2 » V=1, (4.2)

where

1A~ ]5

— =2 _ — i + 1 N —
o(tn) =exp(py*(tn—t1)), p=Q2v+C;Cs+1)"+C;Cgs, * on (AT &

Here we used the standard notation 2T =2z for 2>0 and z* =0 for 2<0.
Proof. For the simplicity, we write
Qn =7, [A(U(n)) +B(U(7l)) —l—jU"_l’T} )
It follows from (3.1) that

U™ +(ADQp = (e@Dup+(ASDF™, w1+ 07 91NQn=1un+0F @ 1) F™,
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Then we have
(tn41,tn1) =(un + (0T @ D[=Qn +F™ ) un + (T @ D[ Qn + F])
=|un] >+ 2(U™ (B&T)[~Qn + F™))
—([~Qu+FM] (MR T)[=Qp+F™]).

Using the algebraic stability of the method, conditions (2.4), (2.5) and (3.3), and
Cauchy-Schwarz inequality, we further get

[|tnga][? S||un||2""2VTnHU(n)HzB"‘ZCJTnHU(n)||BHUn_LT
<[funl[* + 207, |[UP ||} + CrCEmllU™ ||
+CJC]IB’7—HHU(n_1)HQB+TnHU(n)||2B +Tn||F(n)||QBv

which implies

|5 +27,|[U™ ||| |[F™|| 5

[t [[* <len]|? + o X 47 [|[F™ 1, (4.3)

where X, :=maxo<m<n ||U (m)| 5. Now let us consider the following two cases succes-
sively.

Case 1. X,=|U®|p, 1<k<n. By the same argument as in Theorem 3.2, we
have

lon(A™) —um 105 <A s el +11A~ 15 F® 5 +7,CCETE D] 5
<[ A s lur | AT BIF® | 5 +7.CsCEIUD | 5.
Then under the condition (4.1) one gets
14715
B(A™) =T (v+CyCE)
(il |+ IF® | 5). (4.4)
Substituting (4.4) into (4.3) yields
ln1]|? <A+ p32 1) Y7+ (07 + 1)1 27,

X =|UM][5 <~ (sl +1F® )

where Y;, :=maxo<m<n ||[um| and Z, :=max;<,<n |[F™| 5.
Case 2. X,,=||U)|p. In this case, from (4.3), we have
[[nt1l]? <[unl?+pra U |5 +70 [FO 5.
In both cases, we have
ltn1? SO+ 7 7)Y + pral lUO B + (L4 1370 25

By induction, we easily get

n—1 n—1ln—2
lunl? <V < T[4+ m)YE+ D T[4 e3P )um 103
j=1 j=1k=j

n—1ln—2

> T+ p3Pme) A+ p3?) T 22,

i=1k=j
Since 1+ py?7; <exp(u¥y>7;), we obtain (4.2) and thus complete the proof. 0

REMARK 4.1. Tt is worth noting that if v+C;C% <0, then the method is uncondi-
tionally stable, that is, for any 7, >0, the method is stable.
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5. Nonsmooth data error estimates for IMEX SBIRK methods

In this section, we derive the error bounds for IMEX SBIRK methods for PIDEs
(2.2)-(2.3) with nonsmooth initial data. For this purpose, besides the algebraic stability,
we assume that the RK method (A,b7,c) has order p> s and stage order at least g, i.e.,

s
_ 1
B(p) Zblcf 12%7 kzla"'apa

ok
C(q): Zam —?1 k=1,...,q, i=1,...,s.

The order p and the stage order ¢ of three popular families of algebraically stable
RK methods, i.e., the Gauss methods, the Radau ITA methods and the Lobatto IIIC
methods, are presented in Table 5.1. Note that arbitrarily high order IMEX SBIRK

Gauss Radau ITA Lobatto IIIC
P 2s 25—1 25—2
q s S s—1

TABLE 5.1. The order p and the stage order q of three popular families of algebraically stable RK
methods.

methods can be constructed for these three families of methods. It is well known that the
one-stage members of these families are the midpoint (or Crank-Nicolson) and backward
Euler methods, respectively. The tableaus of the two- and three-stage members of the
Gauss, Radau ITA and Lobatto IIIC methods are given in [28] and [40].

To bound the global error e, 1 :=u(ty+1) — Unt1, we define u,; as follows

Zl n 1] te[tnathrl]a

U(")+Tn(A®1)[AU<">+BU<”>+jU" “] (e@D)u(ty) +7n(ARI)F™),
Uns1 470 (b7 @ D[AU™ +BU™ + JU LT = u(ty) +7 (b @ T)F(™)

(5.1)

where U"~ 17 = [U" L ..,(7,?;1’7] with U” lT_ﬂn 1(tn,j), 7=1,...,s. Then the
global error e, 1 can be split into

€nt1= u(tn+1) _ﬂn+1 +ﬂn+1 —Up41-

The term u(tn11)—Up+1 in the splitting is related to the consistency of the method,
while the term %, +1 —un41 can be bounded since the method is stable.

5.1. Consistency estimate. We first estimate the consistency error u(t,41)—
Un+1. To do this, we introduce the global interpolation residual EJ € C[ty,,tn41], the
local stage residuals ET € H®, and the local residual E% € H defined as

u(t) =35 L (Oultn-1,) +EG(t),  t€[tn,tnta],

U(tn) + (AR D[AU (tn) + BU (t) + T (Z7U (tn-1))]

(e@Du(ty) +mn(AQI)F™ + E7, (5.2)
w(tpnt1) + 7 (BT @ D[AU () + BU (t,) + T (Z7U (t-1))]

u(ty)+7, (0T @ I)F™ + B,
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where U(tn):=[u(tn1),...,u(tn,s)]" and Ef :=[E},,... . E} 7.
Then we have the following estimates.

THEOREM 5.1 (Consistency error). Suppose that an IMEX SBIRK method
(A,bT,c,I7) satisfying the order condition B(p) and the stage order condition C(q)
is applied to PIDEs (2.2)-(2.3) with u®€B CV. Then, under the condition (2.8), for
t, <min{l,t*} with 0<t* <T, the following consistency estimate holds

7o max By )|+ EP |+ B <dord e, (5.3)
tn <t<tp41

with dog depending only on the method and C(B,t*,q).

Proof. From the second equation in (5.2), we have
w(tn,i) —u(tn)+ 7 Zaij [Lu(tn ;) — F}']
j=1
=7, Zaij [(Tultn,;)— T (U (tn—1))]+ E},;- (5.4)
j=1
Let us denote by E‘{Ll, i=1,...,s, the quantity on the left-hand side of (5.4). By Taylor
expansion about t,, we obtain
S k S 1

= T ¢ k-1 b
no_ _m | T ok (k) il )5, (5D
Eu—kz:; (k—nl)! . ;aucj u (tn)+s!/t (tn,i—1t)°u (t)dt

s t
—%Zazj/ (tng — 1) D @)dt, i=1,...,s.
(s— )-j:I tn

Using the stage order conditions C'(gq), we find that leading terms of order up to ¢ vanish,
and ET; can be represented in the form

_ tnt1 t—t
B =, / t ( n) W)t
) t Tn

with the bounded Peano kernels

1 . | R 1
:9((crt)+) fmzaij((cjftm Loi=1,...,5, 0<t<1.
! |~

In view of the time regularity (2.12) of the solution u(t), ET; can be bounded by
[Evill <Cratte a2, m>1, (5.5)

Similarly, taking the time regularity of the solution w(¢) into account, we see that the
interpolation error u(t, ;) — (Z7U(tn—1))(tn,;) due to s-point extrapolation is

[u(tn,) = (ZTU(tn-1)) (tn )| S Ot 172, =100, (5.6)
which further implies that

1T u(tn,g) =T (TTU (1)) (ta )| SCTI 2 =1, s, (5.7)
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Combining (5.4) with (5.5) and (5.7) yields the desired final estimates for ET,
|EY | <Crgtie a2 j=1, s (5.8)
Now we turn to estimate || EZ||. From the third equation in (5.2), we obtain

W(tnt1) = ultn) +7n Y _bj[Lultn ;) — F}] :Tanj [Tu(tn;) =TT U(tn-1))]+E5.  (5.9)

Denoting the quantity on the left-hand side of (5.9) by EQ, employing Taylor expansion
about t,,, we get

p k S t
T Tn 1 k=1 (k) 1 e p, (p+1)
EQ—Z(k_Q!(k;bjcj )“ ()t ), (rm OO

k:1 n
Tn o tn,j _1 (D)
_WZZH / (tn; =) uPT()dt.

: j=1 tn

Because of the order conditions B(p), leading terms of order up to p vanish, and Eg
can be represented in the form

- tnt1 t—t
E}=tP / P (”) w PtV (t)dt,
tn Tn

with the bounded Peano kernels

Plt) = (1— 1) — ﬁibj((cj—t)ﬂp*l, 0<t<1.

p
Using the result on the time regularity of solution u(t), we obtain the estimates for EZ,
|ES || <Crptier=/2, n>1. (5.10)

Then the desired final estimate for FZ' can be obtained by combining (5.9) with (5.7)
and (5.10)

IE5 || < Critte, a2 n>1. (5.11)

Now the estimate (5.3) is a direct result of (5.6), (5.8) and (5.11). The proof is complete.
0

It is useful to note the case when ¢g=s—1, i.e., the method is a Lobatto IIIC method,
we have from (5.3)

ra, max BRI+ LR + L3 < dorgt
tn <t<tp41

and the case when ¢=s, i.e., the method is a Gauss method or a Radau ITA method,
we get similarly

T, max B+ BT+ B3] < dor e,
tn Stgt'rt+1

It should be also pointed out that when ¢, >1, from (5.3) we obtain the estimate

x| EG O+ 1B+ B3 < dort .
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Now we are ready to give the estimates of ||[u(tn+1) — Upnt1]]-

THEOREM 5.2.  Suppose that a BS-stable IMEX SBIRK method (A,bT ¢, I7) satisfying
the order condition B(p) and the stage order condition C(q) is applied to PIDEs (2.2)-
(2.3) with u® € B C V. Then, under the condition (2.8), for t, <min{1,t*} with 0 <t* <
T, the following consistency estimate holds

(tna1) —Tnag || AT Y2 0 1) < s, (5.12)

where the constant [1: Tmax depends only on the method and C(B,t*,q).

Proof. Because the method (A4,b7,c,77) is BS-stable, there exist constants
¢1,C2,C3 >0, which depend only on the method, such that all the requirements of Defi-
nition 3.3 are satisfied. Then it follows from (5.2), (3.11), and (5.3) that

lultns1) = npa|| <@ (BT D +[EZ]]) +€2Crmn  max [[Eg(4)]|
tnStStn+1

Sgl (dQTZ+1t;q71/2> +/C\QCJTnd07‘7th:Lq+1/2

< JTg+1t;q—1/27

where
d=21dy +7Csdy.
This completes the proof of the theorem. ]

5.2. Global error estimate. The following theorem provides an estimate of
||t 41 — wn+t1]|, whose proof is different from the usual one, and plays a key role in the
nonsmooth data error estimates.

THEOREM 5.3.  Suppose that an IMEX SBIRK method (A,bT,c,I7), which is alge-
braically stable and satisfies cg(A~1) >0, is applied to PIDEs (2.2)-(2.3). Then for any
constant & € (0,05(A™1)) such that

VTmaxgg% 0<Tmax< ]-» (513)
we have

[[tn+1—tnt1]| < (1+.u17'n)%||u(tn) —Un ||+ p27||U (tn-1) *U(nil)HBv Yn>1,

(5.14)
where
p1=4vtag, H23:maX{CJC]€"Yl>(2CJC]€"Y2+4V+'Y22)§}a
Nl PR o
op(A71) =&’ op(A™1) =&
Proof. Proceeding as in the proof of Theorem 4.1, we first have
41 =t |1 < ultn) = ] * 4+ 207, [T U3

+2C; O[T = U™ 5]|U(tn—1) U3 (5.15)

By the same argument as in Theorem 3.2, we have

los(A™) —vr[U™ —U™)| 5
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<A™ Isllu(tn) = unll+ 7 CsCENU (tn1) =U V]| 5.
Then under the condition (5.13) one gets

TnCJC

~ A5
UM gz < I
|| || T

Top(ATl) —&

Substitute (5.16) into (5.15) to obtain

HU( 1) = UV,
(5.16)

[lu(tn) = unll+—

41— tn g |* <+ 4077 7) |[utn) —unl [ + 4373 U (t 1) — U V|5
+2C;CEnTal|ultn) = unl[[|U (tn-1) U]
+2C5CEm2||U (tnr) — U D)3, (5.17)

Using the definition of ps and the fact that the right-hand side of (5.17) is smaller
than the square of the right-hand side of (5.14), we get the desired estimate (5.14) and
complete the proof. O

Combining Theorems 5.2 and 5.3, we get following error estimate.

THEOREM 5.4 (Global error estimate). Suppose that an IMEX SBIRK method
(A,bT,c,I7) satisfying the order condition B(p) and the stage order condition C(q)
is applied to PIDEs (2.2)-(2.3) with u® € B C V. If the method (A,bT ,c) is algebraically
stable and satisfies op(A™1)>0, and t, <min{l,t*} with 0<t*<T, then under the
conditions (2.8), (4.1) and (5.13), we have the following estimate

[[u(tn) —unl| <En, (5.18)
where
En=1¢(tn —t1)||U(t1)—U1H+u2$(tn—t1)||U(to)—U(°)||B
+Z<p —ty1) (doHymy +drf 1),
and

P(2):=exp(di2/2), di=p1+2(1+m)2 pey+p35%,  do=p2(v3+7)do,
2 C.CZ

%) ~1], H,= atly—a=l/2 =B

o(s)= dl[ o(s)—1], 1<rzn<a;< 17 v 3 op(A1)—¢

Proof. Combining (5.12) and (5.14) leads to

ltnr1) =] <ultnsr) = Tn ||+ [Tt —tns |
(L4 ) 2 [u(tn) — ||+ poma | [U (1) = UV g
+dri a2 (5.19)

Now let us define X, I=IMaX0<m<n—1 ||[U(ty) —U)||p and consider the following
two cases successively.

Case 1. X,_1=||U(t;)=U®| 5, 1<i<n—1. Then using the same argument as
in Theorem 3.2, one gets

(o8(A™ ) —vr)IUD U ()15 <A™ 5 (Ilult:) — wil|+ || Ef]|5)
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+rCyCE(IUY =U(tia)llp+ max [|E(#)]).
isbi4-1
In view of the condition (4.1), it follows from Theorem 5.1 that

[T =0 ()| <31l +[ult) —wil ) +775_max || Eo(0)]

Eltitita]

<Alults) —wil| + (v3 +7) do Hn- (5.20)

Substituting (5.20) into (5.19) yields

w(tnsr) —tnar || < (L+dimn)? Vi + do Hyr +drd 1 071/2,

where Y, :=max <m<p [[t(tm) — tm|.

Case 2. X,_1=|U(to)—U®||z. In this case, from (5.19), we have

[[ultns1) =t 1| S+ ) 2 [[ultn) = wnl |+ pamal U (t) = U || g +drg 0712,

In both cases, we have

[t s1) = tni1|] (U 4di7n) 2 Yot paral [U(to) = U 5
+doH,, Ty, +JT3+1t;q_1/2.

1
2

By induction, we obtain

n—1 n-—1

_ X o
[u(tn) —un|| < H1+d1¢] R E S | 1+d17mz(d2HjTj+dTg+1tj" 2)

Jj=1 Jj=1m=j+1

+Z H (14 di7m) 275 | U (t0) — U 5
oL

n—1

~ g1
<B(tn—t)u(ts) —wal|+ Y @tn —t511) (dijTj Hdrf T )
=1
n—1
+ D Bltn — 1) pam|[U(to) U 5.
j=1
Employing
n—1 N n—1 tit1 B 2
Y-t <Y [ Fta-sds< L Ft )1, (G20
i=1 =17t !
we obtain (5.18) and complete the proof. d

Theorem 5.4 reveals that the global error estimator &, depends on the first step er-
ror £ =& (t, —t1)||ulty) —us|| + 2@ (tn —t1)||U (to) = U® || g and thereafter the SBIRK
n—1 ~ 1
approximation error £2= " &(t, —tj41) (dQHjTj —i—dTJ‘?Htj > ) As a consequence, to
j=1
obtain a optimal global error, we should balance the two errors, £} and £2. Then if the

first step integral approximations u; and UZ-(O), i=1,...,s, of (2.2), are obtained by a low
order method such as IMEX Euler method (see, e.g., [60]) and IMEX RK method (see,
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e.g., [13]), it is beneficial to take smaller time steps near t =0 due to the nonsmoothness
of the initial data 0.
Several possible choices for time grids were thus provided in the literature (see,
g., [7,56,60]). Since the graded mesh t,, =T (n/N)® with @ >1 has been widely used
for nonsmooth initial data (see, e.g., [7,55,60]), we will discuss the error bounds of
IMEX SBIRK methods for PIDEs (2.2)-(2.3) on a graded mesh in next subsection.

5.3. Error estimates on a graded mesh. In this subsection we consider a
special time grid on which the graded time steps are defined by ¢, =T (n/N)® with w >
1, and specialize the error estimates obtained in Theorem 5 4 Note that when w=1,

‘I+1t q— 2

it is a uniform time grid. We first consider the term £22 = E oty ]+1)d7' ;

n (5.18). On the one hand, because of 7, =t,, 11—t STwN Y(n/N)==! in this case,
it can be simplified to

n—1

. 1. w—119+1 . o—q—1
Ev? <B(tn—ta)d Y [TwN ' (j/N)= " [T(j/N)=) "2
j=1
_ n—1 X
<@(tn—ta)dT T N=TY " NTI(j/N)z= 0t
7j=1
CN-=/2, w/2<q,
<q CN7%ogN, w/2=q, (5.22)
CN—1, w/2>q.

On the other hand, observing that @(t, —t;+1) >1, we find easily that

E22>dT"/?N~3 wz 1+45)= — =4 jm =)

zc?Tl/?N*ﬂ (5.23)

Now we turn to estimate £>! = Z @(ty, —tjq1)doH;T;. After performing a bit of
]_1

algebra, we can show that T‘Hlt] ~3

Hj=71"9" ® =TN~#%. In view of (5.21), we have the estimate

is decreasing on a graded mesh and thus get

EXN < dy@(t, —t1)Hy < doP(tn —t) TN 2. (5.24)

For the first step error £} on a graded mesh, if the first step integral approximations

u1 and UZ-(O), i=1,...,s, of (2.2) are obtained by a numerical method of order ¢;, then
as shown in [60] for IMEX Euler method, we obtain

EL < C(P(tn —t1) + 2Pt —t1)) N~20%, (5.25)

These results can be summed up as Corollary 5.1.

COROLLARY 5.1 (Error estimate on a graded mesh).  Under the conditions of Theorem
5.4, if the time steps are defined by t, =T (n/N)% with w>1 and the first step integral
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approzimations uy and Ui(o), i1=1,...,s, of (2.2) are obtained by a numerical method
with convergence order q1 > 1, then we have the following estimate

oy 1 CN—w/27 w/2 < q,
dTV2N72% <||u(t,) —un|| < { CN~%ogN, w/2=q, (5.26)
CN—1, w/2>q.

We end this section with some remarks.

Firstly, we note that in Theorem 5.4 and Corollary 5.1, we assume that ¢,, <1. This
is because singularities may arise at t =0, and the time regularity results in Theorems
2.1 and 2.2 are valid for t<1. As for the numerical solution on t,, > 1, it can be shown
from Theorem 5.4 that the variable step-size IMEX SBIRK methods have gth-order
convergence, since the solution to PIDEs (2.2)-(2.3) generally has higher regularity for
tn,>1.

The second remark is about the step-sizes 7,,. We note that if 1/+CJC]Z3, <0, then
algebraically stable IMEX SBIRK methods are unconditionally convergent, that is, for
any 7, >0, they are convergent.

The third remark is about the graded mesh. Corollary 5.1 reveals that when ¢,, =
T(n/N)%, the convergence rate of the IMEX SBIRK method behaves explicitly as a
function of the number of time steps N in terms of w and ¢, and the size of w acts as a
limiter on the convergence rate. Corollary 5.1 also suggests that for a graded mesh with
t1 =TN~7, already a single time step is sufficient and the error achieved by taking the
first step using this low order scheme such as IMEX Euler method is O(N~2%). This
means that for a sufficiently large value of w the convergence order in N of the overall
scheme is not affected by taking this low-order method in the first step.

6. Fully discrete approximation

The analysis above can be carried over to the fully discretized case with either
finite difference or finite element or spectral methods. Here we consider finite difference
method since it is one of the most commonly used methods in computational finance;
See, e.g., [5,12,17,24,25,29, 39,48, 52,60,61]. Without loss of generality, we take the
two-dimensional case as an example.

We first describe the discretization of the spatial derivatives terms, that is

Au(t,z,y)+Bu(t,z,y) =011 0p0u(t, z,y) + 01205y u(t, z,y) + @200y u(t, x,y)
+ B10zu(t, x,y) + f20yu(t,z,y) +yu(t,z,y),
zxe (X, X,.), ye(0,Y,). (6.1)
To do this, we use the spatial mesh X; =20 <... <Zp-1 <Tpm <Tymt1 <...<Tpr, =Xr

and O=yo<... <y 1<y <y1<...<ym, =Y. Let hyp=zpn—2p-1 and k =y —
y1—1. Then the derivatives in (6.1) are approximated by central difference quotients

ou Um+1 l(t) —Um—1 l(t)

- (8 T, %51 m () = ’ : R

o ttn) = 1) = e

o 2P tint1,1(6) = (Run 4 Pome1 )i 1 (8) A Rt 1 U — 1,1 (¢

TZ(t;-'Ifm?yl)z(Szzum,l(t) = [ Y +1’l( ) }(l h+ +1)u J( )+ 14 l’l( )]7
X m m+1(hm+h7n+l)

0*u U141 (8) = U101 (8) = U 1,041 (8) + U101 (2)

t,fﬂm, zém Um t):= ’
(£, Y1) 2 Oyt 1 (£) (R + homer) (ki + ki)

where w,, ;(t) is the approximation of u(t,z,,y;). The approximations to %u(t,x,y)

0xdy

and g—;u(t,x,y) could be defined in the same fashion. As a consequence, the operators
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A and Bin (6.1) at (¢,2,,,y;) can be approximated by

Ahum,l(t) :allézfcum,l(t) + a125myum,l (t) + a22§yyum,l (t) +7um,l (t),

and

Bhum,l (t) = /Bl(swuvml (t) + /825yum,l (t)

As for the integral operator 7,

Y, X,
JUmJ(t):/ / u(t, T + 21,41+ 22)9(21, 22)dz1d 22,
0o Jx,

we use compound trapezoidal rule to approximate it

M, M,
jhum,l(t) = K ”gi,jum,la
i=0 j=0
where
M, M,—1
b 1
> 9i.jtm, =5 | GioUmeid (k1 +2 D gijtmpiiri (0 k1)
=0 =1

+8i, 0, Ui, (E)kar, ) -
Then applying the IMEX SBIRK methods to the spatial semi-discrete systems

u;ml(t) + At 1 (8) 4+ Brtm 1 (t) + Tn(Um i (t) = Frni(t), t€(0,T],

m=1,...M,—1, 1=1,...,M,—1

) Y )

where Fm,l(t) :f(tvxmayl)+sh(tvxmayl) with Sh(t7$m,yl) :O(h3+k§), hy =maxhy,,
kyzmlaxkl, being space discrete error, will lead to fully discrete schemes for (1.1).

Letting H =RM=*My then the corresponding results presented in Sections 3, 4 and 5,
are also available for these fully discrete schemes.

7. Numerical experiments. We now illustrate the theoretical results of the
previous sections by using several numerical examples.

7.1. Jump-diffusion option pricing model. We first price European option
under Merton’s and Kou’s jump-diffusion models. Assuming that the underlying asset
price S satisfies a stochastic process, the price W(r,.S) of European options, depending
on time 7 and underlying asset price .S, satisfies a final value problem defined by the
following PIDE (see, e.g., [18,31,45]):

ow

1, O*W
or 27 952

+(T—AK)S%—IZ—(T+A)W+>\J(W(T,S)):0, (7.1)

where A is the Poisson arrival intensity, x =E(n—1) denotes the average relative jump
size, and J(W(r1,S5)) denotes the integral

JW(r.85)) = / W (r, Sn)a(n)dn.



WANSHENG WANG, MENGLI MAO, AND ZIFENG LI 1589

Here g(n) is the probability density function of the jump amplitude n, satisfies §(n) >0
for all n, and [;~ g(n)dn=1.

The value W at expiry date is given by
W(T,S)=¢(S), Sel0,00),

where ¢(S5) is the payoff function for the option contract. In the case of European
option, the payoff function is

(S—K)™, in the case of call option,

7.2
(K-S)*, in the case of put option. (7.2)

W(T,S)Zfb(s):{

By introducing new variables x=In(S/K), t=T—7, y=Inn (0<n<oo), W(T —
7,5) =u(t,z), evaluation of the option values requires solving the PIDE
ou 1 ,0% < 1 ) ou

“+oo
r—502—/\/<: %—i-(r—k)\)u—)\/ u(t,x+y)g(y)dy=0, (7.3)

ot 27 a2

subject to the corresponding initial and boundary value conditions (see, for example, [60]
for details). It can be seen from (7.2) that the corresponding initial function is weakly
discontinuous at £ =0 and belongs to the space V::D(.Al/z) with H being the usual

L? space and A= —%0288—;2 + (r+ )1, where I is the identity operator. To construct a
numerical scheme for approximation of the PIDE (7.3), we need to truncate the infinite
domain R for x to be Q:=(X;,X,) with a sufficiently small X; and a sufficiently large

X,. Then on the truncated domain Q, we solve the PIDE (1.1) with

ft,z)=AR(t,x) :/\/ u(t,z+y)g(y)dy.
R\Q
Because of the asymptotic behaviour of the option, for Merton’s model and Kou’s model,
the remainder R(t,x) can be computed directly (See, for example, [60]). It is also
easy to verify that the conditions (2.4) and (2.5) are satisfied for this model (see, for
example, [15,18,36,60]).

In the following numerical examples, we consider uniform time-space grid and vari-
able time-space grid [60,61]. The variable time grid is accomplished by choosing the
graded time steps t, =T (n/N)% with w > 1.

For the space grid, we choose, for eliminating the singularity at =0,

2((=0)=X;, z(¢(=1)=X,, z({)=x+0sinh(az(+a1(1—-{)), (7.4)

where § is a prescribed uniformity parameter, 2, :=x((n), (m = mT_l, m=1,2,- M+1,

ay :sinhfl(X’T*E), agzsinhfl(Xré_'%), and T corresponds to the singular point z=0
here.

For the first step approximations u; and Ui(o), i=1,...,s, of (2.2), we use IMEX
Euler method and 2-stage second order IMEX RK method [13]

i i—1 %
Ui(o) +T12@2J[AUJ(O) +BUJ(O)] +T7 Z(NLLJJUJ(O) :’LL()+T1 ZaiijQ’ ’[;:172,

j=1 j=1 j=1
2 2 2
Ul +71 ij[.AUJ(O) -‘rBUJ(O)] +7 Zi)jJU;O)] =Ug+T71 ijFjQ7
j=1 j=1 j=1
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where

A=) = (7). A=@=(10). @ri=0.0. Gri=01),

Firstly, we price European options under Merton’s jump-diffusion model. Let the
parameters in the Merton’s model be

oc=0.15, r=0.05, tare=—0.9, ope=0.45,
A=0.1, T=0.25, K =100, X;=-1.5, X,.=1.5.

It is well-known that when there are no jumps, the option value Vgg of Black-Scholes
model can be computed by the formula:

[ SN(w1)—Ke “"'*N(ws), in the case of a call option,
Vs (9,6, K Gnyom) = { Ke N (—w2) — SN (—w1), in the case of a put option,

WheretE[O,T], SG[Smin,Smax} 02—0 +nJMC7 Cn:rfAH+%(ﬂMe+%Ul%/le)a and

() + (Gut Gt o In(2)+ (¢ —
o/t ’ ? o/t

Based on this Black-Scholes formula, for Merton’s model, the price of a European option
can be expressed as an infinite sum [45]:

) =W —O'n\/{f.

w1 =

W(T,S):Z o) e_)‘ltVBs(S,t,K,Cn,an), (7.6)

n!
n=0

where t=T —7, t€[0,7], and N’=X(1++x). Then the reference solution can be calcu-
lated by the formula (7.6) with the first six terms in the sum from which we can obtain
six digits of accuracy in the option price.

With the reference value given by the series solution (7.6), we present the pricing
errors and the convergence orders of the IMEX SBIRK methods derived from 2-stage
Radau ITA and Gauss methods with constant step-size (for short CS-Radau ITA and
CS-Gauss, respectively) and variable step-size (for short VS-Radau ITA and VS-Gauss,
respectively) in Tables 7.1 and 7.2, respectively. Here the space grid is given by (7.4)
with §=0.5 and the variable time steps are given by ¢, =T (n/N)%® with w=6. The
convergence order is calculated by

Order =log, (E; EN: M/E2N \[M)

where EZN M denotes the error computed at the maturity date T and x==x; with N
time sub-intervals and M spatial sub-intervals. The numerical results in Tables 7.1 and
7.2 indicate that the variable step-size 2-stage IMEX Radau ITA and Gauss methods
with both first step integrator, IMEX Euler method and 2-stage second order IMEX
RK method (7.5), have 3rd-order convergence at these points and there is little, if
any, difference between the numerical results obtained by variable step-size methods
with two different first step integrators. The constant step-size 2-stage IMEX Radau
ITA and Gauss methods with IMEX Euler method for the first step integral only have
1rd-order convergence at these points.
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S=90 S=100 S=110
First step M N Error Order Error Order Error Order
48 4 6.6415E-02 4.4765E-01 5.4593E-01
IMEX Euler 136 8 3.4523E-02  0.9439 1.8175E-01 1.3004  2.6783E-01 1.0274
384 16 1.7433E-02  0.9857  8.5540E-02 1.0873 1.3339E-01 1.0057
1086 32  8.7904E-03  0.9879  4.1976E-02 1.0270  6.6695E-02 1.0000
48 4 7.9028E-03 7.2744E-02 2.3247E-02
IMEX Euler 136 8 3.2830E-03 1.2652  8.7191E-03  3.0606  3.8594E-03  2.5906

384 16 5.1668E-04  2.6699 1.0250E-03  3.0886 5.1768E-04  2.8982
1086 32 7.0513E-05 2.8733 1.2252E-04  3.0645 6.8340E-05 2.9213

48 4 4.2611E-03 9.7781E-02 1.9631E-02
IMEX RK 136 8 9.6251E-04 2.1463 1.1614E-02 3.0738 2.6733E-03 2.8765
384 16 1.2979E-04 2.8906 1.4527E-03 2.9990 3.4500E-04 2.9540
1086 32 1.6957E-05 2.9363 1.8244E-04 2.9932 4.4715E-05 2.9478

48 4 7.8336E-03 7.2420E-02 2.2724E-02
IMEX RK 136 8 3.2869E-03 1.2529 8.7140E-03 3.0550 3.8512E-03 2.5609
384 16 5.1666E-04 2.6694 1.0249E-03 3.0878 5.1756E-04 2.8955
1086 32 7.0513E-05 2.8733 1.2252E-04 3.0644 6.8338E-05 2.9209

TABLE 7.1. The pricing error of European call option under Merton model obtained by IMEX
SBIRK Radau IIA method with nonuniform space grid (6§=0.5). Upper: uniform time grid; Second:
graded time mesh with to==6; Third: uniform time grid; Bottom: graded time mesh with tw=6.

S=90 S=100 S=110
First step M N Error Order Error Order Error Order
48 4 6.6258E-02 4.4850E-01 5.4577E-01
IMEX Euler 136 8 3.4472E-02  0.9427  1.8182E-01 1.3026  2.6780E-01 1.0271

384 16 1.7426E-02 0.9842 8.5552E-02 1.0877 1.3339E-01 1.0055

1086 32 8.7894E-03 0.9874  4.1983E-02 1.0270  6.6695E-02 1.0000
48 4 6.4224E-03 1.2339E-01 2.0594E-02

IMEX Euler 136 8 6.3129E-04  3.3467 1.3756E-02 3.1652 2.2949E-03 3.1657

384 16 7.5197E-05 3.0696 1.5521E-03  3.1478 3.0739E-04  2.9003

1086 32 1.1197E-05 2.7476 1.9002E-04  3.0299 4.1303E-05 2.8958

48 4 3.9889E-03 9.8279E-02 1.9468E-02
IMEX RK 136 8 9.0863E-04  2.1342 1.1676E-02 3.0734  2.6484E-03 2.8779
384 16 1.2240E-04  2.8920 1.3834E-03  3.0773 3.4172E-04  2.9542
1086 32 1.6009E-05 2.9347  4.9632E-04 1.4788 4.4317E-05 2.9469

48 4 6.3509E-03 1.2307E-01 2.0073E-02
IMEX RK 136 8 6.3020E-04  3.3331 1.3750E-02 3.1619 2.2868E-03 3.1338
384 16 7.5180E-05 3.0674 1.5520E-03  3.1473 3.0727E-04  2.8957
1086 32 1.1196E-05 2.7473 1.9002E-04  3.0299 4.1301E-05 2.8952

TABLE 7.2. The pricing error of Furopean call option under Merton model obtained by IMEX
SBIRK Gauss method with nonuniform space grid (6=0.5). Upper: uniform time grid; Second: graded
time mesh with w=6; Third: uniform time grid; Bottom: graded time mesh with w =6.

uniform time grid graded time mesh (w=06)
Fist step M N RMSE Order RMSE Order
48 4 4.0940E-01 4.4327E-02
IMEX Euler 136 8 1.8794E-01 1.1233 5.8232E-03 2.9283
384 16 9.2041E-02 1.0299 7.2699E-04 3.0018
1086 32 4.5780E-02 1.0075 9.0652E-05 3.0035
48 4 5.7633E-02 4.4054E-02
IMEX RK 136 8 6.9028E-03 3.0616 5.8186E-03 2.9205
384 16 8.6527E-04 2.9960 7.2692E-04 3.0008
1086 32 1.0889E-04 2.9903 9.0651E-05 3.0034

TABLE 7.3. The RMSE of European call option under Merton model obtained by IMEX SBIRK
Radau ITA method with nonuniform space grid (§=0.5).
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uniform time grid graded time mesh (ww =6)
First step M N RMSE Order RMSE Order
48 4 3.6975E-01 4.1370E-02
IMEX Euler 136 8 1.8332E-01 1.0122 3.8512E-03 3.4252
384 16 9.1477E-02 1.0029 3.1428E-04 3.6152
1086 32 4.5712E-02 1.0008 2.7466E-05 3.5164
48 4 5.9591E-02 4.0604E-02
IMEX RK 136 8 3.0638E-02 0.9598 3.8482E-03 3.3994
384 16 1.5487E-02 0.9843 3.1425E-04 3.6142
1086 32 7.7727E-03 0.9946 2.7465E-05 3.5162

TABLE 7.4. The RMSE of European call option under Merton model obtained by IMEX SBIRK
Gauss method with nonuniform space grid (§=0.01).

To further demonstrate the impact of the first step integral on computational
accuracy, we compute the root mean square error (RMSE) of the three points S=
{90,100,110}, which is calculated by the formula

Since the space singularity leads to the larger errors near the execution price S= K, the
RMSE can be used to measure the numerical accuracy of the numerical methods. The
RMSE:s of the 2-stage Radau ITA and Gauss methods are presented in Tables 7.3 and 7.4,
respectively. From Tables 7.3 and 7.4, we observe that for both constant step-size IMEX
RK methods, the numerical results obtained by them with the first step 2-stage second
order IMEX RK integral (7.5) have much higher accuracy than those obtained by them
with the first step IMEX Euler integral. However, the distinction between the numerical
results obtained by variable step-size methods with two different first step integrators is
not sharp. These further confirm our theoretical result that for a sufficiently large value
of w the numerical results of the overall scheme is not affected by taking a low-order
method in the first step. We also see that the errors of the variable step-size IMEX
SBIRK methods are smaller than those of the constant step-size methods. To clearly
illustrate that the proposed variable step-size IMEX SBIRK methods are more accurate,
we also present the time evolution of the discrete L? errors for these methods in Figure
7.1. Here and after, taking into account the previous theoretical analysis and numerical
observation, we only present the numerical results obtained by IMEX numerical methods
with the 2-stage IMEX RK method (7.5) being the first step integrator.

It is interesting to compare the numerical results obtained by the IMEX SBIRK
methods proposed here and the IMEX BDF2 method discussed in [60]. The errors at
the singularity point S= K for the Merton call option generated by the three IMEX
methods under a non-uniform space-time grid (w=3 and § =0.2) are shown in Figure
7.2. The numerical data show that the variable-step IMEX SBIRK methods have smaller
errors at S = K than the variable-step IMEX BDF2 method. For the sake of confirming
this more clearly, we also present the RMSE and the time evolution of the discrete L?
errors of Merton’s call option produced by the three IMEX methods with graded time
mesh (o =6) and nonuniform space grid (6 =0.5) in Figure 7.3. It can be inferred from
the above comparison that the two variable step-size IMEX SBIRK methods have much
higher accuracy than the variable step-size IMEX BDF2 method discussed in [60] when
they are applied to Merton’s option pricing model with nonsmooth payoff function.
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(a) 2-stage IMEX Radau ITA method. (b) 2-stage IMEX Gauss method.

FiG. 7.1. The times evolution of the discrete L? errors of Merton’s call option produced by IMEX
SBIRK methods with graded time mesh (to=6) and nonuniform space grid (6=0.01), where M = 1086
and N=32. Left: IMEX SBIRK Radau IIA method; Right: IMEX SBIRK Gauss method.

Merton Call

- -0 - IMEX BDF2
----- - IMEX Radau ITA
IMEX Gauss

error

10"
N

FiG. 7.2. Errors at S=K of Merton’s call option produced by three variable time step-size IMEX
methods (w=3) with nonuniform space grid (§=0.2), where N ={4,8,16,32}.

7.2. Stochastic volatility model with jump. We consider Bates model under
FEuropean put options in which the asset prices S and its variance w satisfy stochastic
differential equations [6,31,33,43,50,53],

dS=vSdr +/wSdWgs+ SdJs,
dw = k(0 —w)dr + o/wdW,,

where 0<7<T, S(0),w(0) >0, v=r;—Ap is the drift rate, {5 = ehMetoRie/2 1, rris
the risk-free interest rate, v represents the volatility of asset prices, o is the volatility of
w, 6 represents the average level of w, and k represents the mean reversion rate of w, the
Wiener processes Wg and W,, have the correlation p, and Jg represents the compound
Poisson process with the jumping strength A satisfied by the asset price.
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(b) The time evolution of the L? errors.

(a) The RMSE of numerical methods.
F1G. 7.3. The RMSE and the time evolution of the discrete L? errors of Merton’s call option
produced by three IMEX methods with graded time mesh (to=6) and nonuniform space grid (§=0.5).
Left: The RMSE with N ={4,8,16,32}; Right: The time evolution of the discrete L? errors with

M =1086 and N =32.

The price function W(r,S,w) of European option is given by PIDE
W ow

W 1, W B
JF(TI*/\fB)SﬁJrn(wa) T

ow 1 _,0°W
wS +p0w5858w+§0 a3

Br 3" Bs
~ WA [ W Sw)pn)dn =,
0
subject to the boundary conditions
W(r,0,w) — Ke m1(T=7), and W(r,S,w)—0, as S— o0,
OW (1,5,w)
———= =0, as w— 400,

w—m, as w—0, and e

ow
where p(n) = me_[ln”_“m}z/ 203 The payoff function at expiry date is given by

W (T,S,w)= (K —S)*.

By introducing new variables x=In(S/K), y=w/o, t=T-71, u(t,z,y)=
et (7,.8,w) /K, z=1n(n), we obtain
ou 1 0% u 1 0%u BY: 1 ou
— = =Y — POY = — =Y — — ——oy | =—
ot 27%0s2 PYoazay  2%Yayr \TT BT 9% ) Gy
0— Hoe
H(UUy)gZA/OO u(t,x+z,y)9(z)dz=0, (7.7)
where g(z) =e*p(e?). With new variables, the initial and boundary conditions become
u(O,x,y):(l—ex,0)+,
u(t,xz,y) =0, as x —+oo,

u(t,z,y)—1, as ©— —oo, and,
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du(t,z,y)
dy

u(t,z,y)

—0, as y—0, and,
dy

—0, as y— +o0.

Similar to jump-diffusion option pricing model, the infinite domain (—o0,400) for
x should be truncated to be €2, := (X}, X, ) with a sufficiently small X; and a sufficiently
large X,, and the infinite domain (0,00) for y should be truncated to be Q,:=(0,Y;.).
On the truncated domain €2, we impose artificial boundary conditions as follows,

u(t, Xy, y) = 1—eX0 and,  u(t,X,,y)—0.

For the Neumann boundary condition on y=0 and y=Y,, however, we use the
following approximations

ou(t,x,y) Uma(t) —umo(t)  Ou(t,z,y)

| | ~ ’U,m’My (t)_um,Myfl(t)
51/ Tm,y=0 kl ’ ay T, Y=Y .

kar,

As a consequence, we can discretise the Equation (7.7) on the truncated domain
Q:=Q, x ), by using IMEX SBIRK with finite difference methods. It is useful to note
that similar to jump-diffusion option pricing model, the remainder R(t,z,y) can be
expressed as

2
I € e R N === %)

OMe OMe

Now we consider 2-stage IMEX Lobatto IIIC, IMEX Radau ITA, IMEX Gauss methods

graded time mesh (w=4) graded time mesh (w=06)

N RMSE Order  CPU (s) RMSE Order  CPU (s)

4 1.0019E-02 12.339 1.4973E-02 12.503

IMEX Lobatto ITIC 8 3.6745E-03 1.4471 26.645 6.3782E-03 1.2311 27.790
16 1.1515E-03 1.6741 56.410 2.2672E-03 1.4923 63.400

4 2.2853E-03 12.336 5.6874E-03 12.489

IMEX Radau ITA 8 4.0838E-04 2.4844 26.000 9.5675E-04 2.5716 27.287
16 1.0568E-04 1.9502 56.410 1.1335E-04 3.0773 62.636

4 6.2031E-03 12.224 1.4652E-02 12.558

IMEX Gauss 8 3.7619E-04 4.0435 25.820 1.3299E-03 3.4617 27.689
16 6.3597E-05 2.5644 57.649 1.8175E-04 2.8713 62.925

4 4.9547E-02 6.106 8.3204E-02 7.111

IMEX BDF2 8 1.3007E-02 1.9295 11.992 2.5122E-02 1.7277 14.530

16

3.2875E-03 1.9842 20.665 6.5796E-03 1.9329 27.838

TABLE 7.5. The RMSE of European put option under Bates model obtained by four IMEX methods
with nonuniform space grid (6=0.5) and graded time mesh. Upper: IMEX Lobatto I1IC; Second:
IMEX Radau IIA; Third: IMEX Gauss; Bottom: IMEX BDF2.

with constant step-size and variable step-size for solving this model. Let the parameters
in the Merton’s model be [50]

c=0.25, r=0.03, pare =—0.5, opme=0.4, p=-—0.5,
A=0.2, T=0.5, K =100, k=2, 0=0.04.

In addition, let Spax =4K, X;=—X, =—In(Snax/K), and wmax =0.5. The first step
approximations u; and Ui(o), i1=1,2, are obtained by the 2-stage IMEX RK method
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N

Fic. 7.4. The RMSE of Bates put option produced by four variable time step-sizes IMEX methods
(w =6) under nonuniform space grid with 6=0.5, where N ={2,4,8,16}.

(7.5). In this example, RMSE of the three points S={90,100,110} with w=0.04 is
calculated by the following formula

RMSE — ;i (EjV’M“My)Q,

where ElN MMy genotes the error computed at the maturity date T with M, x M,
spatial subregions and N time subintervals. To illustrate the time convergence order
of the IMEX SBIRK methods, different numbers N of the time steps, together with
the same space grid, nonuniform z direction M, =513 with § =0.5, uniform y direction
M, =257, are chosen. The reference value is calculated on a finer grid with M, =513,
M, =257, and N =256 by the IMEX BDF2 method proposed in [60]. The numerical
results are shown in Table 7.5. From Table 7.5 we observe that for this stochastic
volatility model, all three variable step-size IMEX SBIRK methods, especially IMEX
Radau ITA and IMEX Gauss methods, have higher accuracy than the variable step-size
IMEX BDF2 method. Since the IMEX SBIRK methods need to solve higher dimen-
sional algebraic equations than the IMEX BDF2 method, we also present their CPU
times for a fair comparison. Then we observe that under almost the same approxima-
tion precision requirements, the variable step-size IMEX Lobatto ITIC method requires
almost the same CPU time as the variable step-size IMEX BDF2 method, but the vari-
able step-size IMEX Radau ITA and IMEX Gauss methods have less CPU time. These
reveal the obvious advantages of high order methods, obtaining higher computational
accuracy under fewer computational steps. In addition, we compare the RMSE of the
three variable step-size IMEX SBIRK methods and the variable step-size IMEX BDF2
method under a non-uniform time-space grid (w=6 and § =0.5). The numerical results
presented in Figure 7.4 illustrate the advantage of the variable-step-size IMEX SBIRK
method in terms of the computation accuracy.

8. Concluding remarks

Although many researchers have investigated the stability and error estimates of
IMEX multistep methods for PIDEs and their variant because of the importance of
these equations in the modeling of finance problems, the topic of error analysis for
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IMEX RK methods for such types of equations with practical nonsmooth initial data
remain unexplored. In our previous papers [43,60,61], the stability and error estimates
of variable step-size IMEX multistep methods have been derived. In this paper, we
proposed a class of IMEX SBIRK methods for the time discretization of the PIDEs (1.1).
This class of methods can achieve arbitrarily high order, requires only the solution of
a sparse system of linear equations at each time level and therefore they are extremely
effective. The existence and uniqueness of the solution to the implicit algebraic equations
were first investigated. The stability of this class of methods was then obtained. To
derive the error estimates of this class of methods for solving PIDEs (1.1), higher time
regularity results of the solution to abstract PIDEs (2.2) were first obtained based on
the lower time regularity results obtained in [60] when the initial data is u®€ V. The
higher time regularity results are found to be crucial in deriving the error estimates of
numerical methods for parabolic problems with nonsmooth initial data.

Several numerical experiments for the variable step-size IMEX SBIRK methods,
2-stage IMEX Lobatto IIC, IMEX Radau ITA, IMEX Gauss, for financial models have
been implemented. These numerical results suggest that the variable step-size IMEX
SBIRK methods are more accurate than the corresponding constant step-size methods
and demonstrate the prominent advantages of variable step-size higher order IMEX
SBIRK methods compared to the variable step-size IMEX BDF2 method.

Acknowledgments. The authors would like to thank the anonymous referee for
comments and suggestions that led to improvements in the presentation of this pa-
per. This work was supported by the Natural Science Foundation of China (Grant
No. 12271367), and Shanghai Science and Technology Planning Projects (Grant No.
20JC1414200).

REFERENCES

(1] G. Akrivis, B.Y. Li, and D.F. Li, Energy-decaying extrapolated RK-SAV methods for the Allen-Cahn
and Cahn-Hilliard equations, STAM J. Sci. Comput., 41:A3703-A3729, 2019. 1

[2] A. Almendral and C.W. Oosterlee, Numerical valuation of options with jumps in the underlying,
Appl. Numer. Math., 53:1-18, 2005. 1

[3] L. Andersen and J. Andreasen, Jump-diffusion processes: Volatility smile fitting and numerical
methods for option pricing, Rev. Deriv. Res., 4:231-262, 2000. 1

[4] U.M. Ascher, S.J. Ruuth, and R.J. Spiteri, Implicit-explicit Runge-Kutta methods for time-
dependent partial differential equations, Appl. Numer. Math., 25:151-167, 1997. 1

[5] L.V. Ballestra and C. Sgarra, The evaluation of American options in a stochastic volatility model
with jumps: An efficient finite element approach, Comput. Math. Appl., 60:1571-1590, 2010. 6

[6] D.S. Bates, Jumps and stochastic volatility: Exchange rate processes implicit deutsche mark op-
tions, Rev. Financ. Stud., 9(1):69-107, 1996. 1, 7.2

[7] J. Becker, A second order backward difference method with variable steps for a parabolic problem,
BIT Numer. Math., 38:644-662, 1998. 5.2

[8] W.J. Beyn and B.M. Garay, Estimates of variable stepsize Runge-Kutta methods for sectorial
evolution equations with nonsmooth data, Appl. Numer. Math., 41:369-400, 2002. 1

[9] L. Boen and K.J. in’t Hout, Operator splitting schemes for the two-asset Merton jump-diffusion
model, J. Comput. Appl. Math., 387:112309, 2021. 1

[10] S. Boscarino, L. Pareschi, and G. Russo, Implicit-explicit Runge—Kutta schemes for hyperbolic
systems and kinetic equations in the diffusion limit, STAM J. Sci. Comput., 35:A22-A51, 2013.
1

[11] S. Boscarino, R. Biirger, and P. Mulet, Linearly implicit IMEX Runge-Kutta methods for a class
of degenerate convection-diffusion problems, SIAM J. Sci. Comput., 37:B305-B331, 2015. 1

[12] M. Briani, C.L. Chioma, and R. Natalini, Convergence of numerical schemes for viscosity solutions
to integro-differential degenerate parabolic problems arising in financial theory, Numer. Math.,
98:607-646, 2004. 1, 6

[13] M. Briani, R. Natalini, and G. Russo, Implicit-explicit numerical schemes for jump-diffusion
processes, Calcolo, 44:33-57, 2007. 1, 3.1, 5.2, 7.1


https://doi.org/10.1137/19M1264412
https://doi.org/10.1016/j.apnum.2004.08.037
https://link.springer.com/article/10.1023/A:1011354913068
https://doi.org/10.1016/S0168-9274(97)00056-1
https://doi.org/10.1016/j.camwa.2010.06.040
https://doi.org/10.1093/rfs/9.1.69
https://link.springer.com/article/10.1007/BF02510406
https://doi.org/10.1016/S0168-9274(01)00126-X
https://doi.org/10.1016/j.cam.2019.06.025
https://doi.org/10.1137/110842855
https://doi.org/10.1137/140967544
https://link.springer.com/article/10.1007/s00211-004-0530-0
https://link.springer.com/article/10.1007/s10092-007-0128-x

1598 IMEX RKM FOR PIDEs WITH NONSMOOTH INITIAL DATA

[14]
[15]
[16]
[17]
18]
[19]
[20]
[21]
[22]
23]
[24]
[25]
126]
[27]
28]
[29]
[30]
[31]

32]

[33]

[34]

[40]
[41]

[42]

K. Burrage and J.C. Butcher, Stability criteria for implicit Runge-Kutta methods, STAM J. Numer.
Anal., 16:46-57, 1979. 3.2

P. Carr, H. Geman, D.B. Madan, and M. Yor, The fine structure of asset returns: An empirical
investigation, J. Bus., 75:305-332, 2002. 7.1

Y.Z. Chen, A.G. Xiao, and W.S. Wang, An IMEX BDF2 compact scheme for pricing options
under regime-switching jump-diffusion models, Math. Meth. Appl. Sci., 42:2646-2663, 2019. 1

Y.Z. Chen, W.S. Wang, and A.G. Xiao, An efficient algorithm for options under Merton’s jump-
diffusion model on nonuniform grids, Comput. Econ., 48:1565-1591, 2019. 1, 6

R. Cont and P. Tankov, Financial Modelling with Jump Processes, Chapman & Hall/CRC, Boca
Raton, FL, 168(1), 2005. 1, 7.1, 7.1

R. Cont and E. Voltchkova, A finite difference scheme for option pricing in jump diffusion and
exponential Lévy models, STAM J. Numer. Anal., 43:1596-1626, 2005. 1

M. Crouzeix and V. Thomée, On the discretization in time of semilinear parabolic equations with
nonsmooth initial data, Math. Comput., 49:359-377, 1987. 1

K. Dekker and J.G. Verwer, Stability of Runge-Kutta Methods for Stiff Nonlinear Differential
Equations, CWI Monograph, North-Holland, 47(176):753-755, 1986. 3.2, 3.2, 3.2

Y. d’Halluin, P.A. Forsyth, and K.R. Vetzal, Robust numerical methods for contingent claims
under jump diffusion processes, IMA J. Numer. Anal., 25:87-112, 2005. 1

Y. d’Halluin, P.A. Forsyth, and G. Labahn, A penalty method for American options with jump
diffusion processes, Numer. Math., 97:321-352, 2004. 1

L. Feng and V. Linetsky, Pricing options in jump-diffusion models: an extrapolation approach,
Oper. Res., 56:304-325, 2008. 1, 6

P.A. Forsyth and K.R. Vetzal, Quadratic convergence of a penalty method for valuing American
options, SIAM. J. Sci. Comput., 23:2095-2122, 2002. 6

R. Frank, J. Schneid, and C.W. Ueberhuber, Stability properties of implicit Runge-Kutta methods,
SIAM J. Numer. Anal. 22:497-514, 1985. 3.2

D.J. Gardner, J.E. Guerra, and F.P. Hamon, Implicit-explicit (IMEX) Runge-Rutta methods for
non-hydrostatic atmospheric models, Geosci. Model. Devel. Discus., 11:1-26, 2018. 1

E. Hairer and G. Wanner, Solving Ordinary Differential Equations II: Stiff and Differential Alge-
braic Problems, Second Edition, Springer-Verlag, Berlin, 1996. 3.1, 3.2, 5

H. Han and X. Wu, A fast numerical method for the Black-Scholes equation of American options,
STAM. J. Numer. Anal., 41:2081-2095, 2004. 6

D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Mathematics,
Springer-Verlag, Berlin, 840, 1981. 2, 2

A. Hirsa, Computational Methods in Finance, English Photocopy Version, China Machine Press,
Beijing, 2016. 1, 7.1, 7.2

W.H. Hundsdorfer and M.N. Spijker, On the existence of solutions to the algebraic equations in
implicit Runge-Kutta methods, Report No. 81/49, Inst. Appl. Math. and Comput. Sc., University
of Leiden, 1981. 3.2

K.J. in’t Hout and J. Toivanen, ADI schemes for valuing Furopean options under the Bates model,
Appl. Numer. Math., 130:143-156, 2018. 1, 7.2

M.K. Kadalbajoo, A. Kumar, and L.P. Tripathi, A radial basis function based implicit-explicit
method for option pricing under jump-diffusion models, Appl. Numer. Math., 110:159-173,
2016. 1

M.K. Kadalbajoo, L.P. Tripathi, and A. Kumar, An error analysis of a finite element method with
IMEX-time semidiscretizations for some partial integro-differential inequalities arising in the
pricing of American options, SIAM. J. Numer. Anal., 55:869-891, 2017. 1

M.K. Kadalbajoo, L.P. Tripathi, and A. Kumar, Second order accurate IMEX methods for option
pricing under Merton and Kou jump-diffusion models, J. Sci. Comput., 65:979-1024, 2015. 1,
7.1

S.G. Kou, A jump-diffusion model for option pricing, Management Sci., 48:1086-1101, 2002. 1

Y. Kwon and Y. Lee, A second-order finite difference method for option pricing under jump-
diffusion models, SIAM. J. Numer. Anal., 49:2598-2617, 2011. 1

E. Larsson, K. Ahlander, and A. Hall, Multi-dimensional option pricing using radial basis func-
tions and the generalized Fourier transform, J. Comput. Appl. Math., 222(1):175-192, 2008.
6

S.F. Li, Numerical Analysis for Stiff Ordinary and Functional Differential Equations, Xiangtan
University Press, Xiangtan, 2010. 3.2, 3.2, 5

Ch. Lubich and A. Ostermannn, Runge-Kutta methods for parabolic equations and convolution
quadrature, Math. Comput., 60:105-131, 1993. 1

Ch. Lubich and A. Ostermannn, Runge-Kutta time discretization of reaction-diffusion and Navier-
Stokes equations: monsmooth-data error estimates and applications to long-time behaviour,


https://doi.org/10.1137/0716004
https://doi.org/10.1086/338705
https://doi.org/10.1002/mma.5539
https://link.springer.com/article/10.1007/s10614-018-9823-8
https://doi.org/10.1111/j.1467-985X.2004.00347_3.x
https://doi.org/10.1137/S0036142903436186
https://doi.org/10.1090/S0025-5718-1987-0906176-3
https://doi.org/10.2307/2008192
https://doi.org/10.1093/imanum/drh011
https://link.springer.com/article/10.1007/s00211-003-0511-8
https://doi.org/10.1287/opre.1070.0419
https://doi.org/10.1137/S1064827500382324
https://doi.org/10.1137/0722030
https://doi.org/10.5194/gmd-2017-285
https://link.springer.com/book/10.1007/978-3-642-05221-7
https://doi.org/10.1137/S0036142901390238
https://link.springer.com/book/10.1007/BFb0089647
https://doi.org/10.1201/b12755
https://doi.org/10.1016/j.apnum.2018.04.003
https://doi.org/10.1016/j.apnum.2016.08.006
https://doi.org/10.1016/j.apnum.2016.08.006
https://doi.org/10.1137/16M1074746
https://link.springer.com/article/10.1007/s10915-015-0001-z
https://doi.org/10.1287/mnsc.48.8.1086.166
https://doi.org/10.1137/090777529
https://doi.org/10.1016/j.cam.2007.10.039
https://doi.org/10.1090/S0025-5718-1993-1153166-7

WANSHENG WANG, MENGLI MAO, AND ZIFENG LI 1599

Appl. Numer. Math., 22:279-292, 1996. 1

M.L. Mao, H.J. Tian, and W.S. Wang, An extrapolated Crank-Nicolson method for option pricing
under stochastic volatility model with jump, Math. Meth. Appl. Sci., 47:762-781, 2024. 1, 7.2, 8

R.C. Merton, Theory of rational option pricing, Rand J. Econ., 4:141-183, 1973. 1

R.C. Merton, Option pricing when underlying stock returns are discontinuous, J. Financ. Econ.,
3:125-144, 1976. 1, 7.1, 7.1

A. Ostermann and M. Thalhammer, Non-smooth data error estimates for linearly implicit Runge-
Kutta methods, IMA J. Numer. Anal., 20:167-184, 2000. 1

E. Pindza, K.C. Patidar, and E. Ngounda, Robust spectral method for numerical valuation of
European options under Merton’s jump-diffusion model, Numer. Meth. Partial Differ. Equ.,
30:1169-1188, 2014. 1

A. Safdari-Vaighani, A. Heryudono, and E. Larsson, A radial basis function partition of unity
collocation method for convection-diffusion equations arising in financial applications, J. Sci.
Comput., 64:341-367, 2015. 6

S. Salmi and J. Toivanen, IMEX schemes for pricing options under jump-diffusion models, Appl.
Numer. Math., 84:33-45, 2014. 1

S. Salmi, J. Tovianen, and L. von Sydow, An IMEX-scheme for pricing options under stochastic
volatility models with jumps, SIAM J. Sci. Comput., 36:B817-B834, 2014. 7.2, 7.2

D. Schétzau and C. Schwab, Time discretization of parabolic problems by the hp-version of the
discontinuous Galerkin finite element method, SIAM J. Numer. Anal., 38:837-875, 2000. 2

V. Shcherbakov and E. Larsson, Radial basis function partition of unity methods for pricing vanilla
basket options, Comput. Math. Appl., 71:185-200, 2016. 6

L. von Sydow, J. Toivanen, and C. Zhang, Adaptive finite differences and IMEX time-stepping to
price options under Bates model, Int. J. Comput. Math., 92:2515-2529, 2015. 7.2

D. Tavella and C. Randall, Pricing Financial Instruments: The Finite Difference Method, John
Wiley & Sons, Chichester, UK, 2000. 1

V. Thomée, Galerkin Finite Element Methods for Parabolic Problems, Springer, Second Edition,
New York, 2006. 5.2

J. Toivanen, Numerical valuation of European and American options under Kou’s jump-diffusion
model, STAM. J. Sci. Comput., 4:1949-1970, 2008. 1, 5.2

J.G. Verwer, J.G. Blom, and W. Hundsdorfer, An implicit-explicit approach for atmospheric
transport-chemistry problems, Appl. Numer. Math., 20:191-209, 1996. 1

D. Wang and S.J. Ruuth, Variable step-size implicit-explicit linear multistep methods for time-
dependent partial differential equations, J. Comput. Math., 26(6):838-855, 2008. 1

W.S. Wang and Y.Z. Chen, Fast numerical valuation of options with jump under Merton model,
J. Comput. Appl. Math., 318:79-92, 2017. 1

W.S. Wang, Y.Z. Chen, and H. Fang, On the variable two-step IMEX BDF method for parabolic
integro-differential equations with nonsmooth initial data arising in finance, STAM. J. Numer.
Anal., 57:1289-1317, 2019. 1, 2, 2.1, 3.1, 5.2, 5.3, 6, 7.1, 7.1, 7.2, 8

W.S. Wang, M.L. Mao, and Z. Wang, An efficient variable step-size method for options pricing
under jump-diffusion models with nonsmooth payoff function, ESAIM. Math. Model Numer.
Anal., 55:913-938, 2021. 1, 6, 7.1, 8

W.S. Wang, M.L.. Mao, and Y. Huang, A posteriori error control and adaptivity for the IMEX
BDF2 method for PIDEs with application to options pricing models, J. Sci. Comput., 93(55):1—
29, 2022. 1

W.S. Wang, Stage-based interpolation Runge-Rutta methods for nonlinear Volterra functional
differential equations, Calcolo, 59(28):1-34, 2022. 1, 3.2

J.S. Whitaker and S.K. Kar, Implicit-explicit Runge-Rutta methods for fast flow wave problems,
Mon. Weather Rev., 141:3246-3434, 2013. 1

C. Wulff and C. Evans, Runge-Kutta time semidiscretizations of semilinear PDEs with non-smooth
data, Numer. Math., 134:413-440, 2016. 1

K. Yosida, Functional Analysis, Springer-Verlag, New York, 1965. 2


https://doi.org/10.1016/S0168-9274(96)00038-4
https://doi.org/10.1002/mma.9682
http://dx.doi.org/10.2307/3003143
https://doi.org/10.1016/0304-405X(76)90022-2
https://doi.org/10.1093/imanum/20.2.167
https://doi.org/10.1002/num.21864
https://link.springer.com/article/10.1007/s10915-014-9935-9
https://doi.org/10.1016/j.apnum.2014.05.007
https://doi.org/10.1137/130924905
https://epubs.siam.org/doi/10.1137/S0036142999352394
https://doi.org/10.1016/j.camwa.2015.11.007
https://doi.org/10.1080/00207160.2015.1072173
https://www.wiley.com/en-us/Pricing+Financial+Instruments%3A+The+Finite+Difference+Method-p-9780471197607
https://link.springer.com/book/10.1007/3-540-33122-0
https://doi.org/10.1137/060674697
https://doi.org/10.1016/0168-9274(95)00126-3
https://computmath.cjoe.ac.cn/jcm/EN/Y2008/V26/I6/838
https://doi.org/10.1016/j.cam.2016.11.038
https://doi.org/10.1137/18M1194328
https://doi.org/10.1051/m2an/2021012
https://doi.org/10.1007/s10915-022-02013-4
https://doi.org/10.1007/s10915-022-02013-4
https://link.springer.com/article/10.1007/s10092-022-00474-5
https://doi.org/10.1175/MWR-D-13-00132.1
https://link.springer.com/article/10.1007/s00211-015-0776-8
https://link.springer.com/book/10.1007/978-3-642-61859-8

