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GIGANTIC RANDOM SIMPLICIAL COMPLEXES

JENS GRYGIEREK, MARTINA JUHNKE-KUBITZKE, MATTHIAS
REITZNER, TIM ROMER anD OLIVER RONDIGS

(communicated by Graham Ellis)

Abstract
We provide a random simplicial complex by applying stan-
dard constructions to a Poisson point process in Euclidean space.
It is gigantic in the sense that—up to homotopy equivalence—it
almost surely contains infinitely many copies of every compact
topological manifold, both in isolation and in percolation.

1. Introduction

This article presents a naturally constructed random simplicial complex, which
is rich enough to realize any compact topological manifold, at least up to homotopy
equivalence. Recall that a result of John Milnor [28, Theorem 1] states that any topo-
logical manifold is homotopy equivalent to a countable locally finite simplicial com-
plex. Examples of noncompact topological manifolds like a connected sum of infinitely
many tori show that finiteness cannot be expected in general. However, a refinement
due to Kirby and Siebenmann [21, 22] states that any compact topological mani-
fold is homotopy equivalent to a finite simplicial complex. Hence from the viewpoint
of homotopy theory, finite simplicial complexes constitute a rich and highly inter-
esting class of topological spaces. Note furthermore that Manolescu, based on work
of Galewski-Stern [15] (among others), disproved the Triangulation Conjecture: For
every integer d > 5, there exists a compact topological manifold of dimension d which
is not homeomorphic to a finite simplicial complex [24]. This perhaps unexpected
result may be viewed as an argument towards considering topological manifolds up
to homotopy equivalence. Up to dimension three, every topological manifold is home-
omorphic to a simplicial complex [29]. In the notoriously exotic dimension four, the
Casson invariant proves that Freedman’s Fg manifold [14] is a compact topological
manifold not homeomorphic to a simplicial complex, as explained for example in [5].

Our work provides a natural construction of a random simplicial complex associ-
ated with Euclidean space R? which contains all finite simplicial complexes (hence, in
particular, all compact topological manifolds, at least up to homotopy equivalence)
in the following two different ways:

Lonely Complex Almost surely, it contains infinitely many copies of any given
d-embeddable finite simplicial complex as isolated components.
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Giant Beast Almost surely, it contains an unbounded connected component having
infinitely many copies of any given d-embeddable finite simplicial complex as
wedge summands.

Here a simplicial complex K is called d-embeddable if there exists a piecewise linear
embedding C — R?. Recall that a finite simplicial complex of dimension d is (2d + 1)-
embeddable. Recall also that the wedge sum of two pointed simplicial complexes (or
general pointed topological spaces) is the one-point union at the respective basepoints.
Up to homotopy it is the same as a “whiskered one-point union”: joining the two
basepoints via an additional edge. Before giving both the construction and a precisely
formulated theorem, a consequence on homology groups is readily obtained.

Theorem. There exists a random simplicial complex with the following properties:
the homology of the simplicial complex almost surely contains the homology of any
finite simplicial complex of dimension at most n, for every n € N, infinitely many
times as a direct summand.

This theorem is weaker than the statements on the lonely complex and the giant
beast in the sense that homology is determined by homotopy type, but not vice
versa. Now to its construction, coming in two flavours: Any subset—which in our
case is locally finite—of R gives rise to at least two types of abstract simplicial
complexes, a Vietoris-Rips complex and a Cech complex, depending on the ambient
Euclidean metric and a real positive parameter p. The subset itself is a random one,
given by a stationary Poisson point process 7 in R? with intensity measure ¢ - Ag,
where 0 < t € R and Ay refers to the Lebesgue measure. Precise definitions are given
in Section 2, namely Definitions 2.2, 2.3, and Section 3. The resulting theorems on
random Vietoris-Rips and Cech complexes, respectively, also come in two flavours:
isolation and percolation. For the sake of brevity, only the Cech version will be stated
in this introduction; see Theorems 4.3 and 4.4 for the statements on the random
Vietoris-Rips complex.

Theorem 1.1 (Lonely complexes). Let £ be an arbitrary d-embeddable simplicial
complex. For every stationary Poisson point process in RY, the accompanying Cech
complex almost surely contains infinitely many isolated simplicial complexes that are
homotopy equivalent to L.

Theorem 1.2 (The giant beast). Let K be an arbitrary d-embeddable simplicial com-
plex. Assume that the random Cech complex of a stationary Poisson point process on
RY contains an unbounded connected simplicial complex Bog. Then the random Cech
complex contains almost surely infinitely many subcomplexes that are homotopy equiv-
alent to IC and only connected to Bs by an edge.

The proof of each of these theorems consists of two steps. In the first step we prove
that any d-embeddable simplicial complex can be generated in R? in such a way that
it occurs with positive probability. For Theorem 1.1 the second step is immediate:
either one can use an ergodic theorem combined with a method called ‘trick of small
discs’ introduced by Cowan [10] and recently in a similar context used by Schneider
[33], or a direct application of the Borel-Cantelli lemma does the job what we prefer
for the sake of simplicity. For Theorem 1.2 the second step is more complicated: we
prove some kind of mixing property of the unbounded connected component (which
also would imply ergodicity), and then use a modified Borel-Cantelli lemma. To the
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best of our knowledge the mixing property of the unbounded connected component
is new.

Observe that by the groundbreaking work of Meester and Roy [25, 26] the question
whether there is an unbounded connected complex and, in particular, its uniqueness
is well understood. For each p > 0 there exists ¢perc(p) > 0, such that for every sta-
tionary Poisson point process 7 on R? with intensity ¢ > tperc(p) the random Cech
complex C(n, p) contains one unbounded connected simplicial complex Bo,, see also
Theorem 4.2.

It is worth noting that every finite simplicial complex I admits a geometric realiza-
tion real(K) in Euclidean space and a real number p > 0 such that the Cech complex
associated with a suitable finite subset of real(KC) and p is homotopy equivalent to K.
Hence, for a suitable d, the preceding results apply to any finite simplicial complex,
up to homotopy equivalence.

One distinguishing feature of our model, in comparison with the extensive list
of random simplicial complexes given for example in [23, 27] or [17] (see Kahle’s
chapter in [34] for an overview and further references, also to other survey articles),
is its infinite size. Another example of a random infinite-dimensional cell complex
is the plaquette complex constructed by Aizenman et al. [4] where large (but still
finite) boundary cycles are investigated. But most of the previous investigations and
results concentrated on finite random simplicial complexes which may be obtained by
restricting to some bounded subset in R?. Important results in this direction which we
want to emphasize in our context are results on Betti numbers of random simplicial
complexes due to Kahle [18], Kahle and Meckes (proving limit theorems) [19, 20],
Decreusefond et al. [11], and recently Adler, Subag and Yogeshwaran [2], see also [3]
for results on more general point processes. These results should be compared with
the following immediate consequence of our main results.

Corollary. Any finite list of natural numbers is realized infinitely many times as Betti
numbers of both isolated and wedge summand subcomplezes of our random simplicial
complex.

Two notable constructions of “large” mathematical objects are the Rado graph
(which contains every finite or countably infinite graph as an induced subgraph) and
the Urysohn universal space (which contains an isometric copy of every separable
metric space). Both spaces are closely connected to random constructions. The Rado
graph is the limit of the Erdoés-Renyi graph, and the Urysohn universal space is
the limit of the random metric spaces introduced by Vershik [35]. Yet for the Rado
graph it is immediate that—although it contains every finite or infinite graph—the
induced clique complex (the analogue of the Vietoris-Rips complex in that setting) is
trivial in the sense that almost surely there is a vertex which generates a cone over
the subgraph. In contrast to this, in our construction the subcomplexes are wedge
summands and thus our simplicial complex has interesting homology not only on the
level of subcomplexes but also as a whole.

The research on geometric random simplicial complexes goes back to work of
Gilbert [16] who introduced the random geometric graph in the background of the
construction of the Cech, resp. Vietoris-Rips complex. A thorough treatment of
this random geometric graph was given in the seminal book of Penrose [31] where
subgraph counts are at the core of the investigations. Concentration inequalities for
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subgraph counts have very recently been obtained by Bachmann [6] and Bachmann
and Reitzner [7], and it would be interesting if these concentration results can be
extended to random Betti numbers.

In recent years there have been prominent activities on topological data analysis
and persistent homology, where reconstrutions of topological structure from data sets
[13, 12, 36] are discussed. Roughly stated, one viewpoint here is the following: The
data, a point cloud in Euclidean space, stems from sampling a suitable topological
manifold. A natural question is to detect topological features which may occur in
a totally random point cloud in Euclidean space. The richness of the random point
cloud presented here could indicate that it is rather the absence than the presence of
certain topological properties which characterizes non-random data.

The article is structured as follows. Section 2 provides information on simplicial
complexes relevant to the present discussion, and Section 3 achieves the same for
Poisson point processes. The final section 4 contains proofs of slightly stronger ver-
sions of the theorems mentioned in this introduction. We tried to present this work
such that it may be accessible to both stochastic geometers and algebraic topologists.
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2. Simplicial complexes

Simplicial complexes have various incarnations. In the sequel, we will consider both
abstract simplicial complexes and geometric simplicial complexes, as described for
example in [30, §2, §3]. Any geometric simplicial complex can be viewed as an abstract
simplicial complex by using its vertex scheme. Conversely, any abstract simplicial
complex K admits a geometric realization real(K). We note that any two geometric
realizations of I are homeomorphic. In what follows, the term “simplicial complex”
may be used without further adjectives; the reader should be able to specify that from
the context. The types of constructions employed here produce abstract simplicial
complexes with points of vertices being embedded in Euclidean space.

Definition 2.1. Two simplicial complexes K and £ on vertex sets V(K) and V(£),
respectively, are combinatorially equivalent if there exists a bijection p: V(K) — V(L)
such that F' € K if and only if o(F) € L.

Every finite simplicial complex is combinatorially equivalent to a subcomplex of a
standard N-simplex AN [30, Corollary 2.9]. Examples of simplicial complexes arise
naturally from metric spaces. Two such instances are provided by Vietoris-Rips and
Cech complexes.

Definition 2.2 (Vietoris-Rips complex). Let X = (X, d) be a metric space (usually
a locally finite subset of R%) and 0 < p € R. The Vietoris-Rips complex of (X,d)
with respect to p

VR(X,d, p) = VR(X, p)
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is the abstract simplicial complex on vertex set X whose k-simplices are all subsets
{zo,...,zx} C X with d(z;,2;) < pforall 0 <i,j <k.

The Vietoris-Rips complex of X (w.r.t. p) is determined by its 1-skeleton in the
sense that a subset {xo,...,zx} C X is a k-simplex if and only if all its subsets
{x;,x;} with two elements are 1-simplices. In other words, the Vietoris-Rips complex
equals the clique complex of the graph on vertex set X whose edges are those pairs
of vertices with distance smaller than or equal to p.

Definition 2.3 (Cech complex). Let X be a subset of a metric space (Y,d) (usually
a locally finite subset of R%) and 0 < p € R. The Cech complez of X C (Y,d) with
respect to p

C(X CY.,d,p) =C(X,p)

is the abstract simplicial complex whose k-simplices are all subsets {xq,..., 25} C X
admitting a point y € Y with d(x;,y) < § for all 0 <7 < k.

Figure 1: Vietoris-Rips and Cech complex of the same 7-element set.

It directly follows from the definitions that the Cech complex is a subcomplex
of the Vietoris-Rips w.r.t. the same parameter p and that their 1-skeleta coincide.
Moreover, it is well-known that the Vietoris-Rips complexes can be squeezed between
two Cech complexes in the following way:

Lemma 2.4. Let X be a subset of RY and 0 < p € R. Then
C(X,p) C VR(X, p) € C(X,2p).
Moreover, C(C, p) and VR(X, p) have the same 1-skeleton.
_ Let 0 < p € R. We say that a finite simplicial complex K admits a (d-dimensional)
Cech representation with respect to p if there exists a finite subset X C R such that
KC is combinatorially equivalent to C(X, p). In this case, we call X a (d-dimensional)

Cech representation of K. The definition of a Vietoris-Rips representation is analo-
gous.

Remark 2.5. Given those definitions, one of the first questions one might ask is, which
simplicial complexes IC do admit a Cech or a Vietoris-Rips representation. In the latter
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case, K necessarily has to be a flag complex, i.e., a simplicial complex whose inclusion-
minimal missing faces are of cardinality 2. Moreover, the Vietoris-Rips complex is
known to have a free fundamental group. As a consequence, it is shown in [9] that
if in the definition of Vietoris-Rips complexes the parameter p is allowed to lie in
a small interval, the resulting complex might not be a Vietoris-Rips complex in the
original sense. But besides these conditions, no other results yielding an answer to
the posed question exist.

It is therefore natural to relax the original question and to only ask for such a
classification up to homotopy equivalence. In fact, for Cech representations a com-
plete characterization is known: On the one hand, if ¢: K — R? is a piecewise lin-
ear embedding of a simplicial complex, then it follows from the Nerve Lemma (see
e.g., [8, Theorem 10.6)) that the Cech complex of a sufficiently dense point set in
¢(K) with respect to a small enough distance parameter p is homotopy equivalent to
real(KC) = ¢(K). On the other hand, another application of the Nerve Lemma shows
that any Cech complex of a finite point set in R? is homotopy equivalent to a d-
embeddable finite simplicial complex. Hence, Cech complexes of finite point sets in
R? model precisely the homotopy types of d-embeddable finite simplicial complexes.
In particular, the homology groups and the Betti numbers of such vanish in degrees
above d — 1.

For Vietoris-Rips complexes, the situation is more complicated. On the one hand,
it is shown in [1, Theorem II] that every d-embeddable simplicial complex K admits
a d-dimensional Vietoris-Rips representation up to homotopy equivalence, i.e., there
exists a point set X C R? and a distance parameter p such that VR(X, p) has the
same homotopy type as K. On the other hand, it is easy to see that the boundary
complex of a cross-polytope of dimension n admits even a 2-dimensional Vietoris-
Rips presentation. Indeed, the Vietoris-Rips complex of 2n points that are equidis-
tantly distributed on the unit sphere with respect to parameter p = 1 — € (for € small
enough) is combinatorially equivalent to the boundary complex of the n-dimensional
cross-polytope. Hence, any wedge sum of spheres of arbitrary dimensions occurs as the
homotopy type of a simplicial complex admitting a d-dimensional Vietoris-Rips repre-
sentation. Considering homology and topological Betti numbers instead of homotopy
equivalence, this also means that every list of positive integers can occur as the Betti
numbers of a simplicial complex with a d-dimensional Vietoris-Rips representation,
in contrast to the situation for Cech complexes.

Given one Cech representation X € R? of K with respect to p, it is natural to
ask whether X may be perturbed slightly (while staying a Cech representation). This
question will be answered for both Cech and Vietoris-Rips complexes in Theorem 2.9
after introducing two auxiliary notions.

Definition 2.6. Let X,Y C R? be finite nonempty subsets, with cardinalities |X|
and |Y|, respectively. If | X| = |Y|, then the distance between X and Y is the max-
imum distance of the pairs of points (z,y) € X x Y with respect to the optimal
bijective map f: X — Y. Otherwise, X and Y are said to be of distance oco:
min  max|| f(z) — z||2, if | X| =Y,
d(X,)Y) = ffgiﬁizige vex
o, if X # Y],
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This notion of distance for finite subsets of R? is well suited for our purposes, and
may be compared with the classical Hausdorff distance

diaus(X,Y) = max{sup inf ||z — y||2, sup inf |z — y||2}
zeX YEY yey z€X

of subsets X,Y C R% as follows. For finite subsets X,Y C R¢ one always has an
inequality dpaus(X,Y) < d(X,Y), and equality holds for subsets with 1< |X|=
|Y| < 2. The triangles X = {(0,0),(1,0),(1,1)} and Y = {(-1,1),(0,1),(—1,0)} in
R? satisfy dpaus(X,Y) =2 <2=d(X,Y).

Definition 2.7. Let 0 < p € R and let K be a finite simplicial complex. A d-dimen-
sional Cech representation X C R of K with respect to p is called generic if there
exists a parameter § > 0 such that for every Y € R? with d(X,Y’) < §, the simplicial
complex C(Y, p) is combinatorially equivalent to K. A generic d-dimensional Vietoris-
Rips representation is defined analogously.

Remark 2.8. By Definition 2.7, every vertex of a generic Cech representation X C R
may be moved in a small neighborhood, in particular, a d-ball (for § sufficiently small),
without affecting the combinatorial properties of the resulting simplicial complex.
This allows us to reduce the occurrence of a specific simplicial complex in our ran-
domized model to the event that, in a sufficiently large window, every point of our
Poisson point process lies in a §-ball around a vertex of a given simplicial complex
and every such ball contains exactly one point of our Poisson point process.

Theorem 2.9. Let 0 < p e R. If a finite simplicial complex K admits a d-dimensional
Cech representation with respect to p, then it admits a generic d-dimensional Cech
representation with respect to p. The analogous statement is true for Vietoris-Rips
representations.

Proof. We show the claim for Cech complexes. Lemma 2.4 implies that the claim for
Vietoris-Rips complexes directly follows from the one for Cech complexes.

Let X € R? be a d-dimensional Cech representation of X with respect to p, i.e.,
K is combinatorially equivalent to C(X, p). We show that there exists a Cech repre-
sentation Y C R? and 6 > 0 such that any points set Z C R? with d(Y,Z) < § is a
Cech representation of K.

For a finite point set A C R? we denote by S 4 its minimal bounding sphere, i.e., the
d-dimensional sphere with minimal radius that contains A. Let further r 4 respectively
m denote the radius respectively the center of S 4. It is straightforward to show that
for A C X we have A € C(X, p) if and only if r4 < p. We distinguish two cases.

Case 1: 74 < p for all A € C(X,p).

Let

0 :=min{|jrg —p| : AC X}

Note that, by assumption, we have § > 0 and the minimum is attained for a face

A of C(X,p). Let Z C R? be a point set with d(X,Z) < 3 and let f: X — Z be

a bijection such that d(X,Z) = ma;((Hf(x) — z||2. We show that C(X,p) is com-
S

binatorially equivalent to C(Z,p) via the map f, i.e., A€ C(X,p) if and only if
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f(A) e C(Z,p). It Ae C(X,p), then ry < p— 4. Since
5 J 5
I£) ~mal <l —mall + 0 <rat D<o 0 <p

for all z € A, we have ¢4y < p and hence f(A) € C(Z,p). If A ¢ C(X,p), then ry >
p + 6. This implies

4] ]
THa) ZTAT 5 2Pt >p

and therefore f(A) ¢ C(Z, p). The claim follows. In particular, we have shown that
the Cech representation X is already generic.

Case 2: There exists A € C(X, p) such that r4 = p.

Let
0:=min{rg —p : A¢C(X,p)}.

Asry > pfor A ¢ C(X,p), we have 6 > 0. Let

Y::{ P xeX}ng

be a “scaled version” of X. We claim that C(X, p) is combinatorially equivalent to

C(Y, p) via the natural bijection f: X =Y : 2+ +'°9 2 Let A € C(X,p), ie.,
o

10
p9
T

ra < p. As'Y is obtained from X by scaling it with < 1, we conclude

)
TRA)=TA —5 = <TAS<Pp
and hence f(A) € C(Y,p). If A¢ C(X,p), then r4 > p+ ¢ and thus

TA 2 “(p+90) > p,

= — P s P
p+19—05 p+1%5

which implies f(A) ¢ C(Y, p). It now follows from Case 1 that Y is a generic Cech
representation of K. O

3. Poisson point processes

Let (X, Z") be a measurable space and (Q,.%#,P) a fixed underlying probability
space.

Definition 3.1. We denote by N, := N,(X) the space of all o-finite measures y
on X, with x(B) € NgU{oo} for all B € £, and by A, := A5(X) the smallest o-
algebra on the set N,, such that the mappings x — x(B) are measurable for all
Be XZ.

Definition 3.2. A point process is a measurable mapping from our underlying prob-
ability space (€,.#,P) to the space of all counting measures (N,,.4;), i.e. for all
B e 2 and all k € INg it holds that

{weQ:nw)(B)=k} e Z.
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To shorten our notation we write n(B) for the random variable n(w)(B). Thus a
point process 7 is a discrete measure having mass concentrated at random points in
the underlying space X. To simplify our Notation we will often handle 7 as a random
set of points given by

renerze{yeX:n{y}) >0}

The intensity measure p of a point process n on the space (X, Z) is defined as
the expected number of points of 7 contained in the set B. Hence

w(B) :=E[n(B), BeZ.

Definition 3.3. Consider a o-finite measure p on X. Then a Poisson point process
1 with intensity measure p on X satisfies the following properties:

(i) Forall B € 2 and all k € N it holds, that n(B) < Po,g), ie.,

B k
P(y(B) = k) = ML o)
and for p(B) = oo, we set %e"x’ =0 for all k.
(ii) For all m € IN and all pairwise disjoint measurable sets By,...,B,, € £, the
random variables 1(By), . ..,n(B,,) are independent.

In the case X = R¢ in which we are interested in this paper, a point process is
called stationary if its intensity measure p is invariant under translations. This implies
that p =1 - Ay, where t > 0 and A4 denotes the d-dimensional Lebesgue measure.

Remark 3.4 (Cube construction). We consider the space (R?, %), where %% denotes
the Borel-o-algebra on R? and divide the space R? into countable many cubes along
the lattice Z?, i.e.

RY= | (v+10,1]%,
vEZ?

where we used v + [0, 1] as short notation for the set {v +x € R?: z € [0,1]?}. This
allows us to construct a stationary Poisson point process 7 on R¢ with intensity mea-
sure p :=tAyg where t > 0 and A4 denotes the d-dimensional Lebesgue measure. We
are taking a sequence (P,),cza of independent Poisson distributed random variables
with mean value 1([0,1]) =¢ and a double indexed sequence (X(y j))(,jyezé¢xn Of
independent uniformly distributed random variables on the unit cube [0,1]¢. Note
that we assume independence of all random variables used, especially we assume that
(X(v,5)) and (P,),eza are independent. Now for every v € Z? we use the Poisson
random variable to determine the number of points we load into the Cube v + [0, 1]¢
and we use the uniform random variables X, ;), j € IN to determine the position of
the points to add in the Cube. The Poisson point process 7 on R? is given by

P,
DD IS

vezd j=1

where J,, denotes the Dirac-measure with mass concentrated in the point w € RY.
The above defined measure 7 is a Poisson point process on R? with intensity measure
n = tAd.
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4. Random simplicial complexes

In this section we apply the Vietoris-Rips and the Cech complex construction to
the random set of points given by a Poisson point process 7.

Definition 4.1. Let 1 be a stationary Poisson point process on R¢. We define the
Poissonized versions of the Vietoris-Rips complex and Cech complex by replacing the
fixed point set in Definitions 2.2 and 2.3 by the random point set that is given by 7,
ie.

VR(n,p) = VR({z € R" : n({z}) > 0}, p),

and

C(n,p) = C({z € R*: n({z}) > 0}, p).

In a first step one should be interested in the question whether this construction
yields isolated bounded components or one or several connected unbounded compo-
nents. This was answered by Meester and Roy [25, 26].

Theorem 4.2 (Percolation). For each p > 0 there exists tperc(p) > 0, such that for
every stationary Poisson point process n on R with intensity t < tperc(p) the random
Cech complex C(n, p) contains no unbounded connected simplicial complex with prob-
ability one. If the intensity satisfies t > tperc(p) then with probability one the random
Cech complex C(n, p) contains precisely one unbounded connected simplicial complex
Boo, a unique giant component in C(n, p).

To simplify notation, we use Syr,q to denote the class of all simplicial complexes
that admit a d-dimensional Vietoris-Rips representation. Similarly, Sc ¢ denotes the
class of all simplicial complexes having a d-dimensional Cech representation. As it
will usually be clear from the context, which dimension d we are considering, we will
mostly omit d from the notation and just write Syr and S¢ in the following.

Theorem 4.3. For every simplicial complex K € Syr,q with verter set V' and param-
eter p > 0 and every stationary Poisson point process n on Re with intensity t > 0
the infinite Vietoris-Rips complex VR(n, p) contains almost surely infinitely many
isolated simplicial complexes K,,, n € IN that are combinatorially equivalent to K.

Theorem 4.4. For every simplicial complex K € Syr,q with vertex set V' and param-
eter p >0 and every stationary Poisson point process n on R® with intensity t >
tperc(p) the infinite Vietoris-Rips complex VR(n, p) contains a giant unbounded con-
nected simplicial compler Boo which contains almost surely infinitely many sub com-
plexes K,,, n € N that are combinatorially equivalent to K and only connected to Bso
by an edge.

By replacing the VR operator with the C operator, both theorems can be formu-
lated for the class of Cech complexes too.

Theorem 4.5. For every simplicial complex K € Sc 4 with vertex set V and parame-
ter p > 0 and every stationary Poisson point process n on R® with intensity t > 0 the
infinite Cech complex C(n, ) contains almost surely infinitely many isolated simplicial
complezes K,,, n € IN that are combinatorially equivalent to K.
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Theorem 4.6. For every simplicial complex K € Syr,q with vertex set V' and param-
eter p >0 and every stationary Poisson point process 1 on RY with intensity t >
tperc(p) the infinite Cech complex C(n, p) contains a giant unbounded connected sim-
plicial complex By, which contains almost surely infinitely many sub complexes K,
n € IN that are combinatorially equivalent to K and only connected to B by an edge.

Proof of Theorems 4.5 and 4.5. Let K € Syr,q with vertex set V = {vg,...,v,} and
parameter p > 0, then K = VR(V, p) by definition of Syr_ q. Further let 1 be a sta-
tionary Poisson point process on R? with intensity ¢ > 0. We denote by o > 0 the
smallest distance of two vertices of K, i.e.,
a= min |[v—1v']s.
vv' €V
v#v’

It follows from Theorem 2.9 that K is generic and therefore by Definition 2.6
there exists a §p > 0 such that for every point set X with d(X,V) < dy the complex
VR(X, p) is combinatorially equivalent to K.

We set 6 := min(%7 50) to ensure, that all balls with radius § around the vertices
of V are pairwise disjoint.

We define the surrounding box W of the set V and its coordinate width 8 by

d
W:H[ai,bz'L ﬁ:miafdai*bi‘,
i=1 -

where a;,b; € R are the minimum resp. the maximum value of the i-th entries of the
position vectors of all coordinates, i.e.,

a; = minv;, b; = maxwv;.
veV veV

For 0 € yZ< with y := 3+ 2(§ + p) we construct the two translated and extended
boxes

0+W; ={0}+W +B¢, inner box,
0+Wo ={0}+W + (6 +p)BY, outer box,
as Minkowski addition of W with the scaled d-dimensional open unit ball §B{ and
the translation direction #. Further we denote by 6 + V the translated vertex set
{+v:veV}
Now the randomly generated Vietoris-Rips complex VR(n N (6 + Wy), p) will be

investigated, in order to show that it is combinatorially equivalent to K with a positive
probability that is not depending on the translation 6 € yZ¢.

Lemma 4.7. Let Ay be the event that the Vietoris-Rips complex VR(n N (6 + Wr), p)
is combinatorially equivalent to K, i.e.,

Ag :={VR(nN (0 4+ Wr)) is combinatoric equivalent to K}.
Then there exists a constant ca € (0,1] such that P(Ag) > ca for all § € vZ4.

Proof. From Definition 2.6 it follows directly that if d(n N (6 + W7),0 + V) < 6 holds,
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then the simplicial complexes VR(n N (6 + Wy), p) and K are combinatorially equiv-
alent. Therefore

Ag 2 {d(nn (@ +W;),0+V) <},

where the right hand side denotes the event that every open ball with radius § around
every translated vertex v € § 4+ V' contains exactly one point of 7, and that there are
no points in 7 N (0 + Wr) outside of these balls. Further by the choice of § all balls
are pairwise disjoint,

Ag D {n(Bf;l(v)) =1,Yv € V and 77<W1\ U B?(v)) = 0},

veV

where we used the translation invariance of 1 to set # = 0. By the independence
property of the Poisson point process 7 it follows that

Py > (H P(n(BL) = 1)) -P(n(wf\ U B;l(v)) _ o)

veV veV

= H (tndéd exp(—t/id(5d)) ~exp(—(tAa(Wr) — \V\tndéd))
veV

= (tﬁsdc?d)nﬂ exp(—(n + 1)trqd® — tAa(Wr) + (n + 1)trqed?)
= (t/id&"l)n—s_1 exp(—tAg(Wr)) =i ca > 0,

where kg4 denotes the volume of the d-dimensional unit ball. O

In the next step we will define the event By to ensure that the simplicial complex
given by VR(nN (0 + Wy),p) is isolated. Again we will show that this event has a
positive probability not depending on the translation 6 € yZ¢.

Lemma 4.8. Let By be the event that the Poisson point process 1 has no points in
the p-neighborhood around 0 + W7, i.e.,

By :={n((6 + Wo) \ (6 + Wr)) = 0}.
Then there erists a constant cg € (0,1] such that P(Bg) = cp for all § € vZ4.

Proof. By definition we have W C Wy and therefore it follows from the translation
in-variance that

IP(B@) = exp(—t(Ad(WO) — Ad(W]))) =:cg >0,
for all 0 € vZ4. 0

To prove our main result, it is sufficient to show that there existing infinitely
many translations § € yZ? such that Ey := Ag N By occurs. The event Ay states that
VR(nN (0 4+ Wr),p) is combinatorially equivalent to K and By ensures that this
simplicial complex can not be connected to any other point that is not already in the
vertex set n N (0 + Wr). Note that for ally € n\ (§ + W;) and for allz € nN (6 + Wy)
we have ||y — z]2 > p.



GIGANTIC RANDOM SIMPLICIAL COMPLEXES 309

Further it follows from the independence property of i that the events Ay and By
are independent and therefore by Lemmas 4.7 and 4.8 we have

P(Ey) = P(Ag)P(Bg) > cacp =: c € (0,1]
for all § € vZ?. Now we are ready to use the well known Borel-Cantelli lemma:

Lemma 4.9 (Borel-Cantelli). Let E1, Ea,... be a sequence of pairwise independent

events on some probability space (Q, F,P) with > P(F;) = co.
i=1

Then TP (lim sup EZ) =1.
1—00
For 61,0, € vZ4 with 0, # 05 the equality (0, + Wo) N (02 + Wo) = 0 follows from
the definition of . Hence the events Ey, and Ejy, are independent. Further there exists
a constant ¢ := cacp € (0,1] such that P(Ep) > c for all § € yZ.
Since Z? is countable, choosing a bijection ¢: IN — vZ% implies that

> P(Ey) =Y P(Eym) =Y c=c.
i=1 =1

0e~zd

Using the Borel-Cantelli Lemma on the series E (1), Ey(2), - - - yields

P (lim sup Ew(i)) =1,

1—>00
and thus

IP(EW(Z-) for infinitely many i € ]N) = IP(E(; for infinitely many translations 6 € 7Zd)
=1

)

which completes the proof of Theorem 4.3. The proof of Theorem 4.5 is similar. [

The proofs of Theorem 4.3 and Theorem 4.5 use the Borel-Cantelli Lemma in
its original form and thus rely essentially on the strong independence property of
the Poisson point process. In the following proof of Theorem 4.4 and Theorem 4.6
this is no longer possible. If two complexes are both joined via the giant component
of the simplicial complex, they are not independent and a careful analysis of their
dependency structure is necessary.

Proof of Theorems 4./ and 4.6. Let n be a stationary Poisson point process on R¢
with intensity ¢ > tperc(p). Note that in this case the lower bound for the intensity
is depending on the distance parameter of the simplicial complex, to ensure that the
1-skeleton of VR(7, p) percolates and thus there exists a giant unbounded connected
component, denoted as B, in VR(, p), see Theorem 4.2.

For K € Syr,q with vertex set V = {vp,...,v,} and parameter p > 0, we have
K =VR(V, p) by definition of Sygr 4. Denote by conv(V') the convex hull of the set
V' and choose one vertex on the boundary of the convex hull as the connection vertex
va € dconv(V)NV to By. Let H be a (d — 1)-dimensional supporting hyperplane
such that H N conv(V) C dconv(V) and denote by H* the corresponding open half
spaces such that H* Nconv(V) = . Let @ € R? be the normal vector of H pointing
into the half space H* with |||z = 1. To shorten our notation, we set V* := V' \ {va}.
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For € € (0,%4) we define the linkage vertex vy € HT by vg :=va + (p — 2¢)u and

for all x € B(v4) and y € B%(vy) it follows directly by the Triangle inequality, that
|z — y|l2 < p. Note that, by continuity, there exists an €9 > 0 small enough, such that
for all y € BZ (vr) it holds that Bd(y) N BZ (v) = 0 for all v € V*.

At this point, we conclude three important consequences of our construction by
choosing the parameter § in a proper way:

Remark 4.10. Let 6 := min(§, do,€0), where a and g are as in the proof of Theo-
rem 4.3 before, then

(i) all balls with radius § around all vertices of V' are pairwise disjoint,

(ii) for all sets X with d(X,V) < ¢ it follows that VR(X,p) is combinatorially
equivalent to K, and

(iii) every point z € Bg(vy) is forced to connect to every point y € Bg(v4), but not
allowed to connect to any other point 2z € B¢(v) for all v € V*.

We continue with the geometric construction to prove our main result by defining
the extended convex hulls given by
Ur = conv(V) + 6BY, inner hull,
Uo = conv(V) + (6 + p)B{, outer hull,

and the two surrounding boxes W; C Wy of the outer hull Up that have their vertices
on the lattice sZ? with s := 4—?/& given by

d d
WI :H[aivbi]v WO :H[*5k+ai,bi+sk],

i=1 i=1
where k € N, k > 4v/d and a;,b; € sZ are given by
i = ty < min {mz;} o, b; = mi ty = i} (-
@ m{y v < jmin{e }} m{y v > max{e }}
Further we define the “hitbox” Wy as extension of the box Wy by
P nd
Wy =Wo + —=Bj.
. o0vd

We denote by ~; the coordinate width of Wy in direction of the i-th standard basis

vector €;. Clearly, by definition of Wy it holds that v; > p + % foralli e {1,...,d}
and additionally ~y; is an integer multiple of the lattice width s = 4—\”/&.

Now we can conclude two important properties of our lattice sZ¢ in the following
lemmas:

Lemma 4.11. For all z,y € sZ% with x # y the events

(o) =1} wa {o(sg) 1)

Proof. 1t follows directly from x # y that the distance between the lattice points is
bounded from below by the lattice width. Thus ||z — y||2 > s and B%l ()N B‘g (y) = 0.

are independent.
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The claim then follows directly from the independence property of the Poisson point
process 7. O

Lemma 4.12. Let L* be the set of all lattice points z € sZ? that are contained in
the interior of the shell Wo \ W;. If X C R is a set of points with d(X, L*) < 5=
8%}3, then the balls with radius p around the points of X are covering the inner shell

Wo \ W and the outer shell W \ Wo, i.e.

W\ Wi = (Wo \Wi)U Wy \Wo) C | Bi(x).
reX

Proof. First, let y € Wo \ Wi be a point in the inner shell, then by definition of L*
there exists a lattice point z € L* such that y = z + v for some v with ||v]|s < Vds =
2. Further, for every lattice point z € L* there exists a unique point 2 € X such that

lz =zl < 5= ﬁ, and thus it follows by the Triangle inequality that ||y — z||2 <
2+ 8—\% < p. Second, let y' € Wg \ W be a point in the outer shell, then by defini-
tion of Wy there exists a point y € W \ Wr such that ||y — ¢/[|2 < ﬁ. Thus ||y’ —
zlla < 1y = yll2 + lly — 2|2 < ﬁ + 4+ 8—\% < p. Finally, the desired result follows

directly from these two steps. O

For § € YZ* := 1,7 x - - - x 747 we define the translated sets (6 + Uy), (6 + Uo),
O+ W), (04 Wék))7 V(0) and (0 + V*) as Minkowski addition of {6} to the corre-
sponding set. Also we define the translated connection point 6 + v4 and linkage point
0 + v, but to shorten the Notation we will omit to specify 8 in the following, when
all sets and points are considered to be translated with the same vector 6 € yZ<. Fur-
ther, by using the translation in-variance of our Poisson point process 1 the following
results are not depending on the choice of # € yZ?, thus w.l.o.g. we can set § = 0 to
simplify the following proofs.

To make use of Lemma 4.12 we will now define the event that the set of points
in the Poisson point process contained in the shell Wy \ W; has a distance smaller
than 3 to the set L*. The task is to show that this event has a positive probability
not depending on the translation € yZ¢.

Lemma 4.13. Let By be the event that the set n N (6 + (Wo \ Wr)) has distance
smaller than 5 to the set 0 + L*, i.e.,

s
By = {d(nﬂ 0+ (Wo \ Wr)),0 + L*) < 5}.
Then there exists a constant cg € (0,1] such that P(Bg) > cp for all § € vZ4.

Proof. Note that L* is a finite set of points and denote by [ := |L*| the cardinality
of L*. Similar to the proof of Lemma 4.7 we can rewrite the event By and by using
the independence gained from Lemma 4.11 we have

P(By) = P(Bo) = ( I1 P(n<B§-<m>>=1)> 'IP<77<(WO\W1)\ U Bg@)))

reL*
= (tﬁd(%)d)l exp(—ltnd(%)d —tAa(Wo \ Wr) + ltnd(g)d)
= (tra(2)?) exp(—tAa(Wo \ W) =: cp > 0. O
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As in the proof of Theorem 4.3 we can show that the randomly generated simpli-
cial complex VR(n N (0 + Ur), p) is combinatorially equivalent to K with a positive
probability that is not depending on the translation € vZ?.

Lemma 4.14. Let Ay be the event that the Vietoris-Rips complex VR(n N (0 + Uyr), p)
is combinatorially equivalent to K, i.e.,

Ag :={VR(nN (0 +Uy),p) is combinatorially equivalent to K}.

Then there exists a constant ca € (0,1] such that P(Ag) = ca for all 0 € vZ4.

Proof. Note that § < £ ensures that Bf(v,) NU; =0 and therefore, by using the
same arguments as in the proof of Lemma 4.7, we obtain the desired result for

cA = (mdéd)nﬂ exp(—tAq(Ur)). O

In the next step we will ensure, that the randomly generated simplicial complex
VR(nNUy,p) is forced to connect to nN (Wpo \ Wr) by the attachment vertex vy
and the linkage vertex vy,. Therefore we define the line v (¢) = vr + (i, ¢ € [0, 00)
as continuation of the direct path from v, to vy. Note that we can choose a finite
number of points vz, (0) = vr({p),vL(C1),--.,vr({n) on the line such that

(i) vp(G) e Wy foralli=0,...,N,
(ii) it holds that ||vr(¢;) —vr(Gi—1)|l2 <p—20 foralli=1,... N,

(iii) 0 < |loL(Cn) — 2]z < QL\}E for some z € OW7.

We will now use the translated versions of these points to construct the linkage
from the random simplicial complex to the inner shell by defining the event that
every ball with a positive but small radius ¢’ around these linkage points contains
exactly one point of the Poisson point process and that the remaining space in the
inner box (that is not already covered by U or by these balls) is empty. Denote by
VL = {v(0),v((1),...,vr(Cn)} the set of linkage points and choose

1
8" :=min{ 6, mi - = i -
mnq 9, ZGBIVI}IH”L@N) 2|2, zmggnglx yll2 ¢,

TFy
to ensure that all balls with radius ¢’ around the points in V'L are pairwise disjoint
and contained completely in the inner shell W; \ U;. Then we can define the event Aj
to ensure that if Aj occurs, the connection from 6 + v4 to the boundary of 6 + W
is established and we show that this event has a positive probability that is not
depending on the translation § € yZ:

Lemma 4.15. Let A), denote the event that all points of n that are contained in the
space @ + (Wi \ Ur) are §' close to the set 0 + VL, i.e.

o :={dnn O+ (Wr\Up)),0+VL) <}
Then there exists a constant ¢’y € (0,1] such that P(A}) > ¢4 for all 0 € vZ°.

Proof. The cardinality of VL is given by N + 1 and the choice of ¢’ ensures, that we
can rewrite this event in a similar manner like in the proof of the lemma before. It
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follows that

P(Af§) = P(4p) = < 11 P((Bs () = 1)) 'IP<77<(WI\UI)\ U Bg/(ﬂf)))
eV L zeVL

= (tlﬁd(s/d)NJrl

= (tlﬁd(sld

We conclude the results of the previous construction in the following lemma:

exp(—(N + 1)trad" — tAg(Wr \ Ur) + (N + 1)trgd™?)

)N+1 exp(—tAd(W] \ UI)) = C;‘. 0

Lemma 4.16. For every 0 € vZ<, let Ty denote the event that the simplicial complex
VR(nN (0 4 Uyp), p) is combinatorially equivalent to K and connected to a set of points
in the outer shell 0 + (Wo \ Wr); moreover, these points are the center points of balls
with radius p which cover the hitbox @ + Wy. Then there exists a constant cr € (0,1]
such that P(Ty) > cr for all 0 € vZ2.

Proof. Tt follows directly from our construction that the occurrence of Ag, A} and By
at the same translation 6 implies that also Ty occurs at this translation 6. Therefore
it follows that

T@QA@ﬂAéﬂB@.

Further the events Ay, Aj and By are defined on the pairwise disjoint sets 0 + Uy, 6 +
(Wr\ Ur) and 6 + (Wo \ Wy), thus it follows directly by the independence property
of the Poisson point process 7 that

P(Ty) = P(Ag N Alg N By) = P(Ay) IP(AIQ) -P(By) = CACQCB =:cr. O]

To continue with the proof, we will investigate the event that the giant unbounded
component B, “meets” the box Wy in a way, such that it is forced to connect to
the points inside the box 8 + Wy, given Ty occurs. We can show, that the event Hy
has a positive probability that is not depending on the translation 0 € yZ<:

Lemma 4.17. Denote by Hy the event that there exists a vertex of Bso contained in
0+ Wy \ Wo). Then there exists a constant cy € (0,1] such that P(Hy) > cy for
all 0 € v74.

Proof. Assume, that cyg = 0, then it follows from the translation in-variance of n
that P(Hy) = 0 for all translations § € R¢. Further we can find a countable index set
I C RY of translations such that (J,e, ({6} + (Wx \ Wo)) = R?, thus it follows

P(3z € By) = ]P(Ex € BN U({H} + (Wga \ WI)))

oel

< P(Ez € [ JBoo N ({0} + (W \ WI))))

oel

<Y PEr € B N({0} + (Wi \W1) = 3 0=0,
oel el

which implies, that there does not exist a giant unbounded component in R which
is false, because we are in the case of percolation. O
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The construction of 8 + Wy implies, that if Hy and Ty occur for the same trans-
lation 6 € yZ?, then the simplicial complex VR(n N (8 + Ur), p) is combinatorially
equivalent to K and that it is connected to the giant unbounded component B.
Note that the event Hy depends only on the points of 1 not contained in 6 + W,
and the event Ty depends only on the points of 1 contained in 8 + Wg. Thus the events
Hy and Ty are independent. In the remaining part of this proof, we will show that the
event Ey = Hy N'Ty occurs for infinitely many translations § € yZ¢. To accomplish
this, we will employ the following modified version of Borel-Cantelli stated in [32].

Lemma 4.18 (Modified Borel-Cantelli). Let Eq, Es,... be a sequence of events on
o0

some probability space (Q, F,P) with > P(E;) = oo and
i=1

r L P(ENE;) —P(E)P(E,
fmint SeampatalP 0 B5) — REJRE) )
e (X i=1 P(E)))
Then IP(lim sup Ei> =1.
i—00

Note that Ey, and FEp, are not independed for 6;,05 € fyZd, but there exists a
series of translations (6;);en, such that (4.1) holds for the Events (Ep,)ien,-

Lemma 4.19. There exist a series of integers k; € N such that the following holds:
For 6y :=0 and 0; := 0,1 + ve1k; we have
1
|IP(E91. N E(’j) - IP(EGi)]P(E(’jN < 27
for alli,j € Ny with j > i.

Proof. Set 8y = 0 and assume that kq,...,k; and thus 64,...,60; have already been
chosen. For sufficiently large R > 0, consider the translation 6z := 6; + Re; and the
two half-spaces

H = {(:c,el> < 4” J; R} and H = {(x,eﬁ > 7” J; l },

where e; denotes the first element of the standard basis of R%. Note that H~ and H*
are bounded by the hyperplane that is orthogonal to the connecting line from 6; to
0r and contains the center of this line.

We denote by n* := n N H* the restrictions of 7 to the half-spaces. Observe that
n* and ~ are two independent Poisson point processes and since there is percolation,
we have an unbounded connected component C* in each halfspace. Further, these
unbounded components C* connect to the single giant component B, in the space
RY=HtUH".

Denote by D~ the event that 6; + Wx connects to C~ withing H~, and by DT the
event that 8 + Wy connects to CT within HT. Then the independence property of
the Poisson point process first shows that Dt and D~ are independent, and further
that

P(Ey, N Eg, N (D~ NDT)) =P(Ey, N D™)P(Ep, N DT). (4.2)

Furthermore the event Fy, occurs if §; + Wy connects to C~ U CT. If in addition D~
holds, then it connects even within C~. In other words, Ep, N (D~)“ only occurs if
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0; + Wg connects to C~ U CT via C*. But this implies, that there is a component
C connecting 6; + Wy to H' and avoiding C~. For R — oo this means that C is
a second unbounded connected component in the half space H™ which avoids C'—,
which has probability zero. Hence

lim P(Ep, N(D7)°) = 4.
Rgnoo(g’m( )) 0 (3)
and by the translation and rotation invariance it follows, that
lim P(Ey, N (D)) =0. (4.4)
R—00
Combining these results yields

[P (Eo, N Eyy) — P(Eg,)P(Epy)|
= |P(Ey, N Eg, N (D™ NDT)) +P(Eg, N Eg,, N (D~ N D))
~(P(Eo, 1 D7)+ B(Ey, 1 (D)) (B(Eay 1 D*) + P (o 01 (D))
< |P(Eg, N Eg, N (D~ ND")) —P(Ey, ND™)P(Ep, NDV)|
+P(Ep, N Ep, N (D~ N D)) +P(Ey, N D™)P(E,, N (D)%)
+P(Eg, N (D7)9)P(Eg, N D) +P(Ey, N (D™)°)P(Ey, N (D).
Using (4.2) eliminates the first term. Further we can bound one factor in each of the

last three terms by 1 and rewrite the complement in the second term which leads
us to

[P(Eo;, N Epy) — P(Ey,)P(Epy)|
< P(Ep, N Ey, N (D7) U (DT)9)) +P(Ep, N(DH)C) +2P(Ey, N (D))
< P(Ey, N Eg, N (D7)Y) 4+ P(Ey, N Eg,, N (D)) + P(Ep, N (DT)°)
+2IP(E9i N (D~ )C)
< P(Ep, N(D7)Y) +P(Eg, N (D)) + P(Ep, N (D)) +2P(Ep, N (D))
< 2P(Ep, N (DM)Y) + 3P (Ey, N (D7)Y).
Thus (4.3) and (4.4) imply
Jim [P(Ep; N Eoy) — P(Eo, )P (Epy )| = 0.
Therefore, for every i € INy there exists a constant R; € R~ such that
[P(Ep, N Eoy,) — P(Ep,)P(Eoy)| < 3=
for R > R;. Set ki1 := {%w and thus 6,11 = 0; + vye1k;41. This proves the claim. [J

Finally, we can apply Lemma 4.18, the modified version of Borel-Cantelli, to the
sequence of events (Fy,)ien, given by the translation sequence (6;);en, constructed
in Lemma 4.19. To shorten the notation, set E; := Ep,.

Let c¢g := cpepy. It follows directly from the independence of Ty and Hy together
with Lemma 4.16 and Lemma 4.17 that

ZIP > neg,
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and thus

ZIP(Ei) = 0.

Further, using Lemma 4.19 and the symmetry in ¢ and j we have

n

> [P(EiNE;) -PE)P(E;)| =2) Y [P(ENE;) - P(E)P(E;)|

i,j=1,i#] i=1 j=i+1
n n n
1 1 72
gQE g ,—\2ng—<—n
12 12 3
i=1 j=i+1 i=1

Thus for cg := crcy it follows that

and therefore

Yt i1,z P(Ei N Ey) — P(E)P(E;)| < mn _ 1
(S, P(E) ~3(nep)?  3cp n
" P(E;NE,) —P(E)P(E, 2
lim Z’L,J—l,l?ﬁj[ ( — ]) 5 ( ) ( ])] ’ lim LQ T = 07
n—00 (Zi:l IP(Ej)) n—o0 3¢ n

which implies (4.1) and Lemma 4.18 yields

P (lim sup E7) =1,

i—00

and thus

P(Ey, for infinitely many ¢ € IN) =1

which completes the proof of Theorem 4.4. The proof of Theorem 4.6 is similar. [J
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