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#### Abstract

Recently, Asao and Izumihara introduced CW-complexes whose homology groups are isomorphic to direct summands of the graph magnitude homology group. In this paper, we study the homotopy type of the CW-complexes in connection with the diagonality of magnitude homology groups. We prove that the Asao-Izumihara complex is homotopy equivalent to a wedge of spheres for pawful graphs introduced by Y. Gu. The result can be considered as a homotopy type version of Gu's result. We also formulate a slight generalization of the notion of pawful graphs and find new non-pawful diagonal graphs of diameter 2 .


## 1. Introduction

Magnitude is an invariant for metric spaces introduced by Leinster [9], which measures the number of efficient points. As a categorification of the magnitude, Hepworth and Willerton defined magnitude homology for graphs [6], and later Leinster and Shulman generalized to metric spaces (furthermore, for enriched categories) [11]. Several techniques to compute the magnitude homology groups have been developed $[6,3,7,4,5,12]$.

Let $G$ be a graph. Let $k, \ell \geqslant 0$. Denote the magnitude homology of degree $k$ with length $\ell$ by $\operatorname{MH}_{k}^{\ell}(G)$ (see $\S 2$ for details). The graph $G$ is called diagonal if the magnitude homology vanishes when $k \neq \ell$ (Definition 2.3). The diagonality of a graph is an important feature, because the rank of magnitude homology is determined solely by the magnitude of $G$ if $G$ is diagonal. There are several recent studies on the diagonality $[1,3,5,6,12]$. Among others, let us recall two results concerning diagonality. The first one is a result by Asao, Hiraoka and Kanazawa [1, Theorem 1.5], which asserts that if $G$ is diagonal and is not a tree, then every edge is contained in a cycle of length at most 4 . This gives a necessary condition for a graph to be diagonal. The second one is concerning a class of diagonal graphs with diameter 2. Gu [5] introduced the notion of pawful graphs (see Definition 3.3) and proved that pawful graphs are

[^0]diagonal. Thus we have the following inclusions.
$\{$ Pawful graphs $\} \subseteq\{$ Diagonal graphs $\} \subseteq\{$ Graphs of Asao-Hiraoka-Kanazawa $\}$.
Pawful graphs are graphs with diameter at most 2 satisfying some conditions. Many previously known diagonal graphs of diameter 2 are pawful. However, even for graphs of diameter 2 , both of inclusions above are proper. We will exhibit non-pawful diagonal graphs (Example 5.4 and Example 5.5) and a non-diagonal graph with diameter 2 such that each edge is contained in a cycle of length at most 4 (Example 5.6).

On the other hand, recently, Asao and Izumihara [2] constructed a pair of simplicial complexes $K_{\ell}(a, b) \supset K_{\ell}^{\prime}(a, b)$ for two vertices $a, b$ of a graph $G$ and $\ell \geqslant 3$ such that the homology of the quotient $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is isomorphic to a direct summand of $\mathrm{MH}_{*}^{\ell}(G)$ up to degree shift. It is straightforward that a graph $G$ is diagonal if and only if the homology of the Asao-Izumihara complex $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ concentrates at the top degree (Proposition 3.1). The purpose of this paper is to study the topology of Asao-Izumihara complexes in connection with the diagonality of $G$. In particular, we prove that the Asao-Izumihara complex of a pawful graph is homotopy equivalent to the wedge of spheres. Our result may be considered as a homotopy-type version of Gu's result. The proof uses discrete Morse theory.

This paper is organized as follows. In $\S 2$, first we recall the definition of magnitude and magnitude homology of graphs, and introduce Asao-Izumihara complex following [2]. Next, we recall the definition of an acyclic matching and several results in discrete Morse theory following [8]. In §3, We describe the homotopy type of the Asao-Izumihara complex corresponding to pawful graphs. In $\S 4$, we give the proof of the main result using discrete Morse theory. In $\S 5$, we introduce a class of diagonal graphs which properly contains pawful graphs.
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## 2. Background

### 2.1. Magnitude and magnitude homology of graphs

Let $G=(V(G), E(G))$ be a graph, where $V(G)$ is the set of vertices and $E(G)$ is the set of edges. In this paper, we assume that a graph is finite, simple, and connected. We call a sequence of consecutive edges $\left\{v_{0}, v_{1}\right\},\left\{v_{1}, v_{2}\right\}, \ldots,\left\{v_{k-1}, v_{k}\right\} \in E(G)$, with $v_{0}, v_{1}, \ldots, v_{k} \in V(G)$, a path of length $k$. The distance function

$$
d_{G}: V(G) \times V(G) \rightarrow \mathbb{Z}_{\geqslant 0}
$$

is defined as the minimum length of paths connecting two vertices.
Definition 2.1 ([10], Definition 2.1). Let $G$ be a graph. Let $q$ be a variable. Define the $|V(G)| \times|V(G)|$ matrix $Z_{G}$ with entries in $\mathbb{Q}(q)$ by $Z_{G}:=\left(q^{d(x, y)}\right)_{x, y \in V(G)}$. Note
that $Z_{G}$ is invertible, and let us denote the entry of the inverse matrix $Z_{G}^{-1}$ by $Z_{G}^{-1}(x, y)$. The magnitude of $G$, denoted by $\# G$, is defined as follows:

$$
\# G:=\sum_{x, y \in V(G)} Z_{G}^{-1}(x, y) \in \mathbb{Q}(q)
$$

Let $G$ be a graph. We say that $\left(x_{0}, x_{1}, \ldots, x_{k}\right) \in V(G)^{k+1}$ is a sequence if $x_{i} \neq x_{i+1}$ for any $i \in\{0,1, \ldots, k-1\}$. Let $x=\left(x_{0}, x_{1}, \ldots, x_{k}\right) \in V(G)^{k+1}$ be a sequence, we say that $y=\left(y_{0}, y_{1}, \ldots, y_{k^{\prime}}\right) \in V(G)^{k^{\prime}+1}$ is a subsequence of $x$ (denote $\left.y \prec x\right)$ if there exist indices $0=i_{0}<i_{1}<\cdots<i_{k^{\prime}}=k$ such that $y_{j}=x_{i_{j}}$ for any $j \in\left\{0,1, \ldots, k^{\prime}\right\}$. Length of $x$ is defined as $L(x):=d\left(x_{0}, x_{1}\right)+d\left(x_{1}, x_{2}\right)+\cdots+d\left(x_{k-1}, x_{k}\right)$. We call $x_{i}$ a smooth point if $L(x)=L\left(\left(x_{0}, \ldots, \widehat{x}_{i}, \ldots, x_{k}\right)\right)$.

Definition 2.2 (Magnitude homology of graphs). Fix $\ell \geqslant 0$. Define the abelian group $\mathrm{MC}_{k}^{\ell}(G)$ and the map $\partial$ as follows.

$$
\begin{aligned}
& \operatorname{MC}_{k}^{\ell}(G):=\bigoplus_{x \in\left\{x=\left(x_{0}, \ldots, x_{k}\right) \in V(G)^{k+1}: \text { sequence } \mid L(x)=\ell\right\}} \mathbb{Z}\langle x\rangle, \\
& \partial: \operatorname{MC}_{k}^{\ell}(G) \rightarrow \operatorname{MC}_{k-1}^{\ell}(G), \partial:=\sum_{i=1}^{k-1}(-1)^{i} \partial_{i}, \\
& \partial_{i}\left(x_{0}, \ldots, x_{k}\right):= \begin{cases}\left(x_{0}, \ldots, \widehat{x_{i}}, \ldots, x_{k}\right) & \text { (if } \left.x_{i} \text { is a smooth point of } x\right), \\
0 & \text { (otherwise). }\end{cases}
\end{aligned}
$$

Then $\left(\mathrm{MC}_{*}^{\ell}(G), \partial\right)$ is a chain complex and it is called the magnitude chain complex. The magnitude homology of $G$ is defined as the homology of the chain complex: $\mathrm{MH}_{k}^{\ell}(G):=H_{k}\left(\mathrm{MC}_{*}^{\ell}(G)\right)$.

Definition 2.3. A graph $G$ is called diagonal if $\mathrm{MH}_{k}^{\ell}(G)=0$ for $k \neq \ell$.
For example, trees, complete graphs and the join of non-empty graphs are known as diagonal graphs ([6]).

Theorem 2.4 ([6], Theorem 8.). Let $G$ be a graph. Then \#G has the following (Taylor) expansion.

$$
\# G=\sum_{\ell \geqslant 0}\left(\sum_{k \geqslant 0}(-1)^{k} \operatorname{rank} \operatorname{MH}_{k}^{\ell}(G)\right) q^{\ell}
$$

In particular, the magnitude homology of $G$ determines $\# G$. Furthermore, if $G$ is diagonal, $\# G \in \mathbb{Q}(q)$ determines $\operatorname{rank} \mathrm{MH}_{k}^{\ell}(G)$.

### 2.2. Asao-Izumihara complex

Asao-Izumihara complex is a CW complex which is obtained as the quotient of a simplicial complex $K_{\ell}(a, b)$ divided by a subcomplex $K_{\ell}^{\prime}(a, b)$.

Let us start with recalling notations on simplicial complexes and chain complexes.
Let $V$ be a set and $P(V)$ be the power set of $V$. Recall that $S \subset P(V) \backslash\{\emptyset\}$ is called a (abstract) simplicial complex if it satisfies the following condition:

For any $A \in S$ and any subset $B \subseteq A, B \neq \emptyset \quad \Rightarrow \quad B \in S$ holds.

Let $X$ be a totally ordered set, and $S \subset P(X) \backslash\{\emptyset\}$ be a simplicial complex. We denote the cellular chain complex by $C_{k}(S)$ and the boundary map by $\partial_{k}$. Namely,

$$
\begin{aligned}
& C_{k}(S):=\bigoplus_{\substack{\left\{s_{0}, \ldots, s_{k}\right\} \in S, s_{0}<\ldots<s_{k}}}^{\bigoplus} \mathbb{Z}\left\langle s_{0}, \ldots, s_{k}\right\rangle, \\
& \partial_{k}: C_{k}(S) \rightarrow C_{k-1}(S),\left\langle s_{0}, \ldots, s_{k}\right\rangle \mapsto \sum_{i=0}^{k}(-1)^{i}\left\langle s_{0}, \ldots, \widehat{s}_{i}, \ldots, s_{k}\right\rangle .
\end{aligned}
$$

Let $G$ be a graph and $k \geqslant 1$. A sequence $\left(x_{0}, \ldots, x_{k}\right) \in V(G)^{k+1}$ is called a path in $G$ if $d\left(x_{i}, x_{i+1}\right)=1$ for any $i \in\{0, \ldots, k-1\}$. For $a, b \in V(G)$, the set of paths with length $\ell$ which start with $a$ and end with $b$ is denoted by

$$
P_{\ell}(a, b):=\left\{\left(x_{0}, \ldots, x_{\ell}\right)=x: \text { path in } G \mid x_{0}=a, x_{\ell}=b, L(x)=\ell\right\}
$$

Definition $2.5\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right)$. Let $G$ be a graph, and $a, b \in V(G), \ell \geqslant 3$.

$$
\begin{aligned}
K_{\ell}(a, b):= & \left\{\emptyset \neq\left\{\left(x_{i_{1}}, i_{1}\right), \ldots,\left(x_{i_{k}}, i_{k}\right)\right\} \subset V(G) \times\{1, \ldots, \ell-1\}\right. \\
& \left.\mid\left(a, x_{i_{1}}, \ldots, x_{i_{k}}, b\right) \prec \exists\left(a, x_{1}, \ldots, x_{\ell-1}, b\right) \in P_{\ell}(a, b)\right\}, \\
K_{\ell}^{\prime}(a, b):= & \left.\left\{\left(x_{i_{1}}, i_{1}\right), \ldots,\left(x_{i_{k}}, i_{k}\right)\right\} \in K_{\ell}(a, b) \mid L\left(a, x_{i_{1}}, \ldots, x_{i_{k}}, b\right) \leqslant \ell-1\right\} .
\end{aligned}
$$

## Remark 2.6.

- For simplicity, let us denote $\left\{\left(x_{i_{1}}, i_{1}\right), \ldots,\left(x_{i_{k}}, i_{k}\right)\right\}$ by $\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}$ when there is no confusion.
- It is easily seen that $K_{\ell}(a, b)$ is a simplicial complex. Both $K_{\ell-1}(a, b)$ and $K_{\ell}^{\prime}(a, b)$ are subcomplexes of $K_{\ell}(a, b)$, and in general $K_{\ell-1}(a, b) \subsetneq K_{\ell}^{\prime}(a, b)$.
- The quotient $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is a CW complex, and we call it the AsaoIzumihara complex.

Proposition 2.7 ([2], Proposition 2.9.). Fix $\ell \geqslant 0$. Let $G$ be a graph, and $a, b \in V(G)$. Denote the subcomplex of $\mathrm{MC}_{*}^{\ell}(G)$ generated by sequences which start with $a$ and end with $b$ by $\mathrm{MC}_{*}^{\ell}(a, b)$. Then we have an isomorphism

$$
\mathrm{MC}_{*}^{\ell}(G) \cong \bigoplus_{a, b \in V(G)} \mathrm{MC}_{*}^{\ell}(a, b)
$$

of chain complexes.
Theorem 2.8 ([2], Theorem 4.3.). Let $\ell \geqslant 3, * \geqslant 0$. Then, the isomorphism

$$
\left(C_{*}\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right),-\partial\right) \cong\left(\mathrm{MC}_{*+2}^{\ell}(a, b), \partial\right)
$$

of chain complexes holds.
Corollary 2.9 ([2], Corollary 4.4.). Let $\ell \geqslant 3$.

- In the case of $k \geqslant 3, \operatorname{MH}_{k}^{\ell}(a, b) \cong H_{k-2}\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right)$.
- In the case of $k=2, \mathrm{MH}_{2}^{\ell}(a, b) \cong\left\{\begin{array}{ll}H_{0}\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right) & (d(a, b)<\ell), \\ \tilde{H}_{0}\left(K_{\ell}(a, b)\right) & (d(a, b)=\ell),\end{array}\right.$ where $\tilde{H}_{0}\left(K_{\ell}(a, b)\right)$ is the reduced homology.

Example 2.10. Let $K_{N}$ be the complete graph with $N$ vertices. Let $\ell \geqslant 3$ and choose $a, b \in V\left(K_{N}\right)$. Then the Asao-Izumihara complex $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is homotopy equivalent to a wedge of spheres. In fact, for any maximal faces of $K_{\ell}(a, b)$, the boundaries of them are consisting of simplices of $K_{\ell}^{\prime}(a, b)$.

Example 2.11. Let $C_{4}$ be the cycle graph with four vertices $a, b, c, d$ in this order (Figure 1). Let $\ell=4$. Let us verify that the Asao-Izumihara complex $K_{4}(a, a) / K_{4}^{\prime}(a, a)$


Figure 1: The cycle graph $C_{4}$.
is homotopy equivalent to a wedge of 2 -spheres. The maximal faces of $K_{4}(a, a)$ are as follows.

$$
\begin{aligned}
& \{(b, 1),(a, 2),(b, 3)\},\{(b, 1),(a, 2),(d, 3)\},\{(b, 1),(c, 2),(b, 3)\}, \\
& \{(b, 1),(c, 2),(d, 3)\},\{(d, 1),(a, 2),(b, 3)\},\{(d, 1),(a, 2),(d, 3)\}, \\
& \{(d, 1),(c, 2),(b, 3)\},\{(d, 1),(c, 2),(d, 3)\} .
\end{aligned}
$$

The subcomplex $K_{4}^{\prime}(a, a)$ is as follows.

$$
K_{4}^{\prime}(a, a)=\left\{\begin{array}{l}
\{(b, 1)\},\{(a, 2)\},\{(b, 3)\},\{(d, 3)\},\{(d, 1)\},\{(a, 2),(b, 3)\}, \\
\{(b, 1),(b, 3)\},\{(b, 1),(a, 2)\},\{(a, 2),(d, 3)\},\{(d, 1),(a, 2)\}, \\
\{(d, 1),(d, 3)\}
\end{array}\right\} .
$$

Therefore $K_{4}(a, a)$ is isomorphic to the octahedron which is homeomorphic to $S^{2}$, and $K_{4}^{\prime}(a, a)$ is homotopy equivalent to a wedge of two 1 -spheres as in Figure 2. (In Figure 2, $K_{4}^{\prime}(a, a)$ is drawn using doubled lines.) Then the Asao-Izumihara complex $K_{4}(a, a) / K_{4}^{\prime}(a, a)$ is homotopy equivalent to a wedge of three 2 -spheres.


Figure 2: $K_{4}(a, a)$ and $K_{4}^{\prime}(a, a)$ associated with $C_{4}$.

### 2.3. Discrete Morse theory

In this subsection we recall discrete Morse theory to use in the proof of Theorem 3.4. Our description follows [8]. Let $S \subset P(V)$ be a simplicial complex. Let us define $a \leqslant b$ by $a \subseteq b$ for $a, b \in S$. Then ( $S, \leqslant$ ) is a poset, called the face poset of $S$.

Definition 2.12 (partial matching). Let $P$ be a poset. A partial matching $M$ is a subset $M \subseteq P \times P$ satisfying the followings.

- For any $(a, b) \in M, a \prec b$ holds, where $a \prec b$ means that $a<b$ and there does not exist any $c \in P$ such that $a<c<b$.
- Each $a \in P$ belongs to at most one element in $M$.

If $(a, b) \in M$, let us denote $a$ by $d(b)$ and $b$ by $u(a)$.
Definition 2.13 (acyclic matching). A partial matching $M$ on the poset $P$ is said to be acyclic if there does not exist a cycle

$$
\begin{equation*}
b^{1} \succ d\left(b^{1}\right) \prec b^{2} \succ d\left(b^{2}\right) \prec \cdots \prec b^{p} \succ d\left(b^{p}\right) \prec b^{p+1}=b^{1} \tag{1}
\end{equation*}
$$

with $p \geqslant 2$, and $b_{i} \neq b_{j}$ for every $i, j \in\{1,2, \ldots, p\}$.
Definition 2.14 (critical element). Let $M$ be a partial matching on the poset $P$. An element $a \in P$ is called a critical element if $a$ does not belong to any element in $M$.

Theorem 2.15 ([8], Theorem 11.13.(b)). Let $P$ be the face poset of a simplicial complex $S$, and denote the number of critical i-dimensional simplex by $c_{i}$. Then, $S$ is homotopy equivalent to a $C W$ complex with $c_{i}$ cells in dimension $i$.

## 3. Main results

In this section we study the homotopy type of the Asao-Izumihara complex in connection with diagonality. Using Corollary 2.9, the diagonality of a graph is characterized by the vanishing of homology groups of the Asao-Izumihara complex. We have the following.

Proposition 3.1. Let $G$ be a graph. The following are equivalent.
(I) The graph $G$ is diagonal.
(II) $\tilde{H}_{k}\left(K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)\right)=0(\ell \geqslant 3, k \neq \ell-2)$ for any $a, b \in V(G)$.

Proof. Suppose the condition (II) holds. We will show that $G$ is diagonal, that is, $\mathrm{MH}_{k}^{\ell}(G)=0$ for $k \neq \ell$.

- In the case of $\ell \geqslant 3$ and $k \geqslant 3$, by Corollary 2.9

$$
\operatorname{MH}_{k}^{\ell}(a, b)\left(\cong H_{k-2}\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right)\right) \cong \tilde{H}_{k-2}\left(K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)\right)=0
$$

for $k \neq \ell$ and any $a, b \in V(G)$. Then $\mathrm{MH}_{k}^{\ell}(G)=0$ for $k \neq \ell$.

- In the case of $\ell \geqslant 3$ and $k=2$, by Corollary 2.9

$$
\operatorname{MH}_{2}^{\ell}(a, b) \cong \begin{cases}H_{0}\left(K_{\ell}(a, b), K_{\ell}^{\prime}(a, b)\right) \cong \tilde{H}_{0}\left(K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)\right) & (d(a, b)<\ell) \\ \tilde{H}_{0}\left(K_{\ell}(a, b)\right) \cong \tilde{H}_{0}\left(K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)\right) & (d(a, b)=\ell)\end{cases}
$$

which vanishes in either situation for any $a, b \in V(G)$. Then $\operatorname{MH}_{k}^{\ell}(G)=0$ for $k \neq \ell$.

- In the case of $\ell \geqslant 2$ and $k=1, \mathrm{MH}_{1}^{\ell}(G)=0$ also holds since any chain of degree $1,\left(x_{0}, x_{1}\right) \in \operatorname{Ker} \partial_{1}=\operatorname{MC}_{1}^{\ell}(G)$ is in $\operatorname{Im} \partial_{2}$.

Note that $\mathrm{MH}_{0}^{\ell}(G)=0$ for any graphs and $\ell \geqslant 1$. Then the condition (I) holds. The proof of (I) $\Rightarrow$ (II) is obvious.

Furthermore, we also have the following.
Proposition 3.2. Let $G$ be a graph. If for any $a, b \in V(G)$, the Asao-Izumihara complex $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is empty or contractible or homotopy equivalent to wedge of $(\ell-2)$-dimensional spheres, then the graph $G$ is diagonal.
Proof. Suppose $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is as above. Then,

$$
\tilde{H}_{k}\left(K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)\right)=0
$$

for $\ell \geqslant 3, k \neq \ell-2$ and any $a, b \in V(G)$. By Proposition 3.1, $G$ is diagonal.
Pawful graphs are defined in [5] as a new class of diagonal graphs. For example, the join of non-empty graphs are pawful graphs (complete graphs are contained in it). We already know that the Asao-Izumihara complexes for complete graphs are homotopy equivalent to a wedge of spheres (Example 2.10). One of the purposes of this paper is to show that the Asao-Izumihara complexes for pawful graphs are homotopy equivalent to a wedge of spheres.

Definition 3.3 (pawful graph). A (connected) graph $G$ is called a pawful graph if it satisfies the following conditions.

- $d(x, y) \leqslant 2$ for any $x, y \in V(G)$,
- for any $x, y, z \in V(G)$ with $d(x, y)=d(y, z)=2$ and $d(x, z)=1$, there exists $a \in V(G)$ such that $d(a, x)=d(a, y)=d(a, z)=1$.

The following is the main result.
Theorem 3.4. Let $G$ be a pawful graph. Fix $\ell \geqslant 3$ and $a, b \in V(G)$. Then, the AsaoIzumihara complex $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is empty or contractible or homotopy equivalent to a wedge of $(\ell-2)$-spheres.

By Theorem 3.4 and Proposition 3.2, we have the following.
Corollary 3.5 ([5], Theorem 4.4.). Pawful graphs are diagonal.

## 4. Proof

To prove the main theorem (Theorem 3.4), we will construct an acyclic matching on $K_{\ell}(a, b) \backslash K_{\ell}^{\prime}(a, b)$. Recall that a pair consists of a lower dimensional simplex and a higher dimensional simplex. When we specify a pair, we obtain the lower dimensional one by removing a smooth point from a higher dimensional one. A naive such removal makes the pairing neither matching nor acyclic. We need to take care to make the paring both matching and acyclic.

Proof of Theorem 3.4. The Theorem is proved by using discrete Morse theory. For this purpose, we construct an acyclic matching on $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$. Assume that $K_{\ell}(a, b) \neq \emptyset$. Let $P$ be the face poset of consisting of simplices of $K_{\ell}(a, b)$ which is not contained in $K_{\ell}^{\prime}(a, b)$. We will construct acyclic matching on $P$ such that all critical simplices are $(\ell-2)$-dimensional. By definition of pawful graphs, there
exists a map $p:\left\{(x, y, z) \in V(G)^{3} \mid d(x, y)=d(y, z)=2, d(x, z)=1\right\} \rightarrow V(G)$ such that $v=p(x, y, z)$ satisfies $d(v, x)=d(v, y)=d(v, z)=1$. Also there exists a map $q:\left\{(x, y) \in V(G)^{2} \mid d(x, y)=2\right\} \rightarrow V(G)$ such that $w=q(x, y)$ satisfies $d(x, w)=$ $d(w, y)=1$. Next, we define the set $\mathcal{S}$ as follows.

$$
\begin{align*}
\mathcal{S}:= & \left\{(\alpha, \beta, \gamma, \delta) \in V(G)^{4} \mid d(\alpha, \delta)=1, d(\beta, \delta)=2, d(\alpha, \beta)=1, \gamma=\alpha\right\} \\
& \sqcup\left\{(\alpha, \beta, \gamma, \delta) \in V(G)^{4} \left\lvert\, \begin{array}{l}
d(\alpha, \delta)=2, d(\beta, \delta)=2, \\
d(\alpha, \beta)=1, \gamma=p(\alpha, \delta, \beta)
\end{array}\right.\right\}  \tag{2}\\
& \sqcup\left\{(\beta, \gamma, \delta) \in V(G)^{3} \mid d(\beta, \delta)=2, \gamma=q(\beta, \delta)\right\} .
\end{align*}
$$

Let $(\alpha, \beta, \gamma, \delta) \in \mathcal{S}$. Then $\gamma$ is smooth, and $d(\alpha, \gamma) \leqslant 1$. For $x=\left(x_{0}, x_{1}, \ldots, x_{k}\right) \in$ $P$, we define $i(x)$ and $j(x)$ as follows. If there exist any $i \in\{1, \ldots, k-2\}$ with $\left(x_{i-1}, x_{i}, x_{i+1}, x_{i+2}\right) \in \mathcal{S}$, denote the minimum of $i$ by $i(x)$. However in the case of $\left(x_{0}, x_{1}, x_{2}\right) \in \mathcal{S}$, define $i(x)=0$. If there does not exist such a $i \in\{1, \ldots, k-2\}$ and $i(x) \neq 0$, we define $i(x)=\infty$. Also, if there exist any $j \in\{0, \ldots, k-1\}$ with $d\left(x_{j}, x_{j+1}\right)=2$, denote the minimum of $j$ by $j(x)$. If there does not exist such a $j \in\{0, \ldots, k-1\}$, we define $j(x)=\infty$. Next we define subsets $A, P^{\prime}, P^{\prime \prime} \subseteq P$ as follows.

$$
\begin{aligned}
A & :=\{x \in P \mid i(x)=\infty \text { and } j(x)=\infty\}, \\
P^{\prime} & :=\{x \in P \mid i(x)>j(x)\}, \\
P^{\prime \prime} & :=\{x \in P \mid i(x)<j(x)\} .
\end{aligned}
$$

Define a map $f: P^{\prime} \rightarrow P^{\prime \prime}$ by

$$
x=\left(x_{0}, \ldots, x_{k}\right) \mapsto\left(x_{0}, \ldots, x_{j(x)-1}, x_{j(x)}, z, x_{j(x)+1}, \ldots, x_{k}\right)
$$

where $z$ satisfies $\left(x_{0}, z, x_{1}\right) \in \mathcal{S}$ when $j(x)=0$, or $\left(x_{j(x)-1}, x_{j(x)}, z, x_{j(x)+1}\right) \in \mathcal{S}$ when $j(x) \geqslant 1$. Define $g: P^{\prime \prime} \rightarrow P^{\prime}$ by $y=\left(y_{0}, \ldots, y_{k}\right) \mapsto\left(y_{0}, \ldots, \overline{y_{i(y)+1}}, \ldots, y_{k}\right)$. Then, for $y=\left(y_{0}, \ldots, y_{k}\right) \in P^{\prime \prime}$,

$$
\begin{aligned}
f \circ g\left(\left(y_{0}, \ldots, y_{k}\right)\right) & =f\left(\left(y_{0}, \ldots, y_{i(y)}, y_{i(y)+2}, \ldots, y_{k}\right)\right) \\
& =\left(y_{0}, \ldots, y_{i(y)}, z, y_{i(y)+2}, \ldots, y_{k}\right) \\
& =\left(y_{0}, \ldots, y_{k}\right) .
\end{aligned}
$$

On the other hand, for $x=\left(x_{0}, \ldots, x_{k}\right) \in P^{\prime}$,

$$
g \circ f\left(\left(x_{0}, \ldots, x_{k}\right)\right)=g\left(\left(x_{0}, \ldots, x_{j(x)}, z, x_{j(x)+1}, \ldots, x_{k}\right)\right)=:(*)
$$

For $j(x) \geqslant 2, \quad\left(x_{j(x)-2}, x_{j(x)-1}, x_{j(x)}, z\right) \notin \mathcal{S}$ holds since $d\left(x_{j(x)-1}, z\right) \leqslant 1$. Also for $j(x)=1,\left(x_{0}, x_{1}, z\right) \notin \mathcal{S}$ holds since $d\left(x_{0}, z\right) \leqslant 1$. Hence $(*)=\left(x_{0}, \ldots, x_{k}\right)$. Therefore, since $f \circ g=\operatorname{id}_{P^{\prime \prime}}$ and $g \circ f=\operatorname{id}_{P^{\prime}}, f$ is bijection. Define a matching $M \subseteq P \times P$ by

$$
M:=\left\{(x, y) \in P \times P \mid x \in P^{\prime}, y \in P^{\prime \prime}, f(x)=y\right\}
$$

Then, any $(x, y) \in M$ satisfies $x \prec y$. Since $f$ is bijection and $P^{\prime} \cap P^{\prime \prime}=\emptyset$, each $x \in P$ belongs to at most one element in $M$. It remains to prove that $M$ is acyclic.

Suppose that there exists the following cycle

$$
y^{1} \succ x^{1} \prec y^{2} \succ x^{2} \prec \cdots \succ x^{p} \prec y^{p+1}=y^{1}
$$

where $y^{t+1}=f\left(x^{t}\right)(t \geqslant 1)$ and, $x^{t}$ is the removal of a smooth point $y_{i^{t}+1}^{t}$ from $y^{t}=$ $\left(y_{0}^{t}, \ldots, y_{k}^{t}\right) \in P^{\prime \prime}$. By definition, we have $i\left(x^{t}\right)>j\left(x^{t}\right)$ and $i\left(y^{t}\right)<j\left(y^{t}\right)$. For $x^{t} \in P^{\prime}$,
let $j^{t}:=j\left(x^{t}\right)$. We may assume that $j^{1}$ is the minimum of all $j^{t}$. Then, the followings hold.

- $j^{t}=i^{t}(t \geqslant 1)$.
- $j^{t}+1 \geqslant j^{t+1}, j^{t} \neq j^{t+1}(t \geqslant 1)$.
- $j^{2}=j^{1}+1$ (because of the minimality of $j^{1}$ ).

Let $y^{1}=\left(y_{0}, \ldots, y_{k}\right)$, then $x^{1}, y^{2}, x^{2}, y^{3}$ are as follows.

$$
\begin{aligned}
& x^{1}=\left(y_{0}, \ldots, y_{i^{1}}, y_{i^{1}+2}, \ldots, y_{k}\right) \\
& y^{2}=\left(y_{0}, \ldots, y_{i^{1}}, z_{1}, y_{i^{1}+2}, \ldots, y_{k}\right)\left(z_{1} \text { satisfies }\left(y_{i^{1}-1}, y_{i^{1}}, z_{1}, y_{i^{1}+2}\right) \in \mathcal{S}\right), \\
& x^{2}=\left(y_{0}, \ldots, y_{i^{1}}, z_{1}, y_{i^{1}+3}, \ldots, y_{k}\right), \\
& y^{3}=\left(y_{0}, \ldots, y_{i^{1}}, z_{1}, z_{2}, y_{i^{1}+3}, \ldots, y_{k}\right)\left(z_{2} \text { satisfies }\left(y_{i^{1}}, z_{1}, z_{2}, y_{i^{1}+3}\right) \in \mathcal{S}\right) .
\end{aligned}
$$

Let $\left(y_{0}^{t}, \ldots, y_{k}^{t}\right):=y^{t}$. We will show $d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1(t \geqslant 3)$ by induction.
(I) In the case of $t=3$, for $y^{3}=\left(y_{0}, \ldots, y_{i^{1}}, z_{1}, z_{2}, y_{i^{1}+3}, \ldots, y_{k}\right)$, from the construction of $y^{3},\left(y_{i^{1}}, z_{1}, z_{2}, y_{i^{1}+3}\right) \in \mathcal{S}$ holds. Then either of

- $z_{2}=y_{i}{ }^{1}$
- $z_{2}=p\left(y_{i^{1}}, z_{1}, y_{i^{1}+3}\right)$
is true, but in any case, $d\left(y_{i^{1}}^{3}, y_{i^{1}+2}^{3}\right)=d\left(y_{i^{1}}, z_{2}\right) \leqslant 1$ holds.
(II) For $y^{t}(t \geqslant 3)$, assume that $d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1$. Then, $y^{t+1}=\left(y_{0}^{t}, \ldots, y_{i^{t}-1}^{t}, y_{i^{t}}^{t}, z_{t}, y_{i^{t}+2}^{t}, \ldots, y_{k}^{t}\right)\left(z_{t} \operatorname{satisfies}\left(y_{i^{t}-1}^{t}, y_{i^{t}}^{t}, z_{t}, y_{i^{t}+2}^{t}\right) \in \mathcal{S}\right)$.
From $d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1$, we see $i^{t} \neq i^{1}$. Combining this with $i^{t} \geqslant i^{1}$, we have $i^{t} \geqslant i^{1}+1$.
(i) In the case of $i^{t}=i^{1}+1$, in the same way as (I), by $\left(y_{i^{t}-1}^{t}, y_{i^{t}}^{t}, z_{t}, y_{i^{t}+2}^{t}\right) \in \mathcal{S}$, $d\left(y_{i^{1}}^{t+1}, y_{i^{1}+2}^{t+1}\right)=d\left(y_{i^{t}-1}^{t}, z_{t}\right) \leqslant 1$ is valid.
(ii) In the case of $i^{t} \geqslant i^{1}+2, d\left(y_{i^{1}}^{t+1}, y_{i^{1}+2}^{t+1}\right)=d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1$.

From (I) and (II), we obtain $d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1(t \geqslant 3)$. Since $y_{i^{1}+1}^{t}$ is not smooth point on $y^{t}, j^{t}=i^{t} \neq i^{1}=j^{1}(i \geqslant 3)$. Combining with $j^{2} \neq j^{1}, j^{t} \neq j^{1}(t \geqslant 2)$ holds. On the other hand, from $y^{1}=y^{p+1}$, we have $j^{1}=i^{1}=i^{p+1}=j^{p+1}$, but it contradicts $j^{t} \neq j^{1}(t \geqslant 2)$. Now we can show that $M$ is an acyclic matching. When considering a matching $M$ on the face poset of $K_{\ell}(a, b)$, then the critical elements are only elements of $A$ or elements of $K_{\ell}^{\prime}(a, b)$.

- If $A=\emptyset$, then $K_{\ell}(a, b)$ is homotopy equivalent to $K_{\ell}^{\prime}(a, b)$. As a consequence, $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is contractible.
- If $A \neq \emptyset$, then all elements of $A$ are $(\ell-2)$-simplexes since they satisfies $j_{0}=$ $\infty$. By Theorem 2.15, $K_{\ell}(a, b)$ is homotopy equivalent to a CW complex with some $(\ell-2)$-cell attached to $K_{\ell}^{\prime}(a, b)$. Therefore, $K_{\ell}(a, b) / K_{\ell}^{\prime}(a, b)$ is homotopy equivalent to a wedge of $(\ell-2)$-dim spheres.


## 5. Generalization

In the previous section, we proved that the Asao-Izumihara complex is homotopy equivalent to a wedge of spheres for pawful graphs. In this section, we show that
there are many non-pawful diagonal graphs with diameter 2. Indeed, we introduce a slightly wider class of graphs which are diagonal. Note that the key fact in the proof of the main theorem (§4) is the following property for a pawful graph $G$.
( $\star$ ) For any $(\alpha, \beta, \delta) \in V(G)^{3}$ with $d(\alpha, \beta)=1$ and $d(\beta, \delta)=2$, there exists a vertex $\gamma \in V(G)$ such that $d(\alpha, \gamma) \leqslant 1$ and $d(\beta, \gamma)=d(\gamma, \delta)=1$.
For a non-pawful graph $G$, the property $(\star)$ does not hold in general. There may exist $(\alpha, \beta, \delta) \in V(G)^{3}$ with $d(\alpha, \beta)=1$ and $d(\beta, \delta)=2$ such that any vertex $\gamma \in V(G)$ with $d(\beta, \gamma)=d(\gamma, \delta)=1$ always satisfies $d(\alpha, \gamma)=2$. In this section, we will see that even such cases, we can construct an acyclic matching $M$ if $G$ satisfies an extra condition.

Let $G$ be a graph such that $d(x, y) \leqslant 2$ for any $x, y \in V(G)$. Define $X, Y, X^{\prime}$, and $Y^{\prime}$ as follows.

$$
\begin{aligned}
X & :=\left\{(a, b, c) \in V(G)^{3} \mid d(a, b)=d(b, c)=1, d(a, c)=2\right\} \\
Y & :=\left\{(\alpha, \beta, \gamma, \delta) \in V(G)^{4} \mid d(\alpha, \beta)=d(\beta, \gamma)=d(\gamma, \delta)=1, d(\beta, \delta)=2\right\} \\
X^{\prime} & :=\left\{(a, c) \in V(G)^{2} \mid d(a, c)=2\right\} \\
Y^{\prime} & :=\left\{(\alpha, \beta, \delta) \in V(G)^{3} \mid d(\alpha, \beta)=1, d(\beta, \delta)=2\right\} .
\end{aligned}
$$

Then, there exist natural projections $\pi: X \rightarrow X^{\prime}$ and $\pi: Y \rightarrow Y^{\prime}$.
Definition 5.1. Assume that maps $f_{1}: X^{\prime} \rightarrow X$ and $f_{2}: Y^{\prime} \rightarrow Y$ satisfy the following conditions.
(i) $\pi \circ f_{1}=\operatorname{id}_{X^{\prime}}, \pi \circ f_{2}=\mathrm{id}_{Y^{\prime}}$.
(ii) Let $(\alpha, \beta, \gamma, \delta) \in f_{2}\left(Y^{\prime}\right)$. Then $(*, \alpha, \beta, \gamma) \notin f_{2}\left(Y^{\prime}\right)$ and $(\alpha, \beta, \gamma) \notin f_{1}\left(X^{\prime}\right)$.
(iii) Let $(\alpha, \beta, \gamma, \delta) \in f_{2}\left(Y^{\prime}\right)$. If $d(\alpha, \gamma)=2$, then there does not exist $\gamma^{\prime}(\neq \gamma) \in V(G)$ such that $d\left(\beta, \gamma^{\prime}\right)=d\left(\gamma^{\prime}, \delta\right)=1$.
Define the set $\mathcal{S} \subseteq X \sqcup Y$ by $\mathcal{S}:=f_{1}\left(X^{\prime}\right) \sqcup f_{2}\left(Y^{\prime}\right)$.
Theorem 5.2. Suppose that $G$ has $\mathcal{S}$ as in Definition 5.1. Then the Asao-Izumihara complex is homotopy equivalent to a wedge of spheres. In particular, $G$ is diagonal.

Proof. Similar to Theorem 3.4.
Remark 5.3. As was noted, the condition (iii) in Definition 5.1 is a new condition. Let us point out at which point the new condition is used in the proof of Theorem 5.2. The construction of the matching $M$ by using the set $\mathcal{S}$ is similarly to the proof of Theorem 3.4. The crucial point is the inequality $d\left(y_{i^{1}}^{t}, y_{i^{1}+2}^{t}\right) \leqslant 1(t \geqslant 3)$ in the proof of Theorem 3.4. In the proof of Theorem 5.2, this inequality is obtained thanks to the condition (iii).

Example 5.4. Let $G_{1}$ be a graph as in Figure 3. Note that $G_{1}$ is not pawful, because for vertices $1,3,4$ with $d(1,3)=d(1,4)=2$ and $d(3,4)=1$ there does not exist a vertix $a$ such that $d(a, 1)=d(a, 3)=d(a, 4)=1$. For this graph, we can construct the set $S$ as follows. Define the map $f_{1}: X^{\prime} \rightarrow X$ by

$$
f_{1}\left(X^{\prime}\right)=\left\{\begin{array}{l}
(1,2,3),(1,5,4),(1,2,6),(2,6,4),(3,2,1),(3,6,5), \\
(4,5,1),(4,6,2),(5,6,3),(6,2,1)
\end{array}\right\}
$$



Figure 3: Non-pawful diagonal graph $G_{1}$.

Define the map $f_{2}: Y^{\prime} \rightarrow Y$ by

$$
f_{2}\left(Y^{\prime}\right)=\left\{\begin{array}{l}
(2,1,2,3),(5,1,2,3),(2,1,5,4),(5,1,5,4),(2,1,2,6),(5,1,2,6), \\
(1,2,5,4),(3,2,6,4),(5,2,6,4),(6,2,6,4), \\
(2,3,2,1),(4,3,2,1),(6,3,2,1),(2,3,6,5),(4,3,6,5),(6,3,6,5), \\
(3,4,5,1),(5,4,5,1),(6,4,5,1),(3,4,6,2),(5,4,6,2),(6,4,6,2), \\
(1,5,2,3),(2,5,6,3),(4,5,6,3),(6,5,6,3), \\
(2,6,2,1),(3,6,2,1),(4,6,5,1),(5,6,5,1)
\end{array}\right\}
$$

Then, since we have

$$
\left\{(\alpha, \beta, \gamma, \delta) \in f_{2}\left(Y^{\prime}\right) \mid d(\alpha, \gamma)=2\right\}=\{(4,3,2,1),(3,4,5,1)\}
$$

it is easily seen that $f_{1}$ and $f_{2}$ satisfy the conditions (i), (ii) and (iii) of Definition 5.1. Thus we conclude that $G_{1}$ is diagonal. The magnitude of $G_{1}$ is directly computed as

$$
\begin{aligned}
\# G_{1} & =\frac{2 q^{3}+4 q^{2}-10 q-6}{q^{5}+q^{4}-6 q^{2}-5 q-1} \\
& =6-20 q+60 q^{2}-182 q^{3}+556 q^{4}-1702 q^{5}+5214 q^{6}-15980 q^{7}+\cdots .
\end{aligned}
$$

From the diagonality, we have

$$
\operatorname{MH}_{0}^{0}\left(G_{1}\right) \cong \mathbb{Z}^{6}, \operatorname{MH}_{1}^{1}\left(G_{1}\right) \cong \mathbb{Z}^{20}, \operatorname{MH}_{3}^{3}\left(G_{1}\right) \cong \mathbb{Z}^{60}, \ldots,
$$

and others are vanishing.
Example 5.5. Let $G_{2}$ be a graph as in Figure 4. Note that $G_{2}$ is not pawful, and diagonal graph (this fact can be checked by using Mayer-Vietoris sequence in [6]. See


Figure 4: Diagonal graph $G_{2}$ which does not have $\mathcal{S}$.
also the table below). However, there does not exist $\mathcal{S}$ as in Definition 5.1. The rank of $\mathrm{MH}_{k}^{\ell}\left(G_{2}\right)$ is as follows.

| $\ell \backslash k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 5 |  |  |  |  |  |  |
| 1 |  | 12 |  |  |  |  |  |
| 2 |  |  | 22 |  |  |  |  |
| 3 |  |  |  | 38 |  |  |  |
| 4 |  |  |  |  | 66 |  |  |
| 5 |  |  |  |  |  | 118 |  |
| 6 |  |  |  |  |  |  | 218 |

Example 5.6. Let $G_{3}$ be a graph as in Figure 5. Note that each edge is contained in a


Figure 5: Non-diagonal graph $G_{3}$ such that each edge is contained in a cycle of length $\leqslant 4$.
cycle of length $\leqslant 4$. However, it is not diagonal. The rank of $\mathrm{MH}_{k}^{\ell}\left(G_{3}\right)$ is as follows.

| $\ell \backslash k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 6 |  |  |  |  |  |  |
| 1 |  | 16 |  |  |  |  |  |
| 2 |  |  | 30 |  |  |  |  |
| 3 |  |  | 2 | 50 |  |  |  |
| 4 |  |  |  | 10 | 82 |  |  |
| 5 |  |  |  |  | 28 | 138 |  |
| 6 |  |  |  |  | 2 | 60 | 242 |
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