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In this paper, we present new obstructions to the existence of La-
grangian cobordisms in R4 that depend only on the enriched knot
diagrams of the boundary knots or links, using holomorphic curve
techniques. We define enriched knot diagrams for generic smooth
links. The existence of Lagrangian cobordisms gives a well-defined
transitive relation on equivalence classes of enriched knot diagrams
that is a strict partial order when restricted to exact enriched knot
diagrams To establish obstructions we study 1-dimensional moduli
spaces of holomorphic disks with corners that have boundary on
Lagrangian tangles - an appropriate immersed Lagrangian closely
related to embedded Lagrangian cobordisms. We adapt existing
techniques to prove compactness and transversality, and compute
dimensions of these moduli spaces. We produce obstructions as a
consequence of characterizing all boundary points of such mod-
uli spaces. We use these obstructions to recover and extend re-
sults about “growing” and “shrinking” Lagrangian slices. We hope
that this investigation will open up new directions in studying La-
grangian surfaces in R4.
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1. Introduction

Lagrangians are interesting and important objects in symplectic geometry.
It is known that they display both flexible and rigid properties. A generic
Lagrangian surface in R4 intersects parallel hyperplanes, R3

a := {y2 = a}
and R3

b , transversely. So, L ∩ R4
[a,b]

:= {a ≤ y2 ≤ b} gives a cobordism from

∂−L = L ∩ R3
a to ∂+L = L ∩ R3

b that is Lagrangian.
Lagrangian cobordism can refer to one of many similar objects. La-

grangian cobordisms were first studied by Arnold [2]. For a usual cobordism,
β, between manifolds B1 and B0, that is, ∂β = B1 −B0, Arnold referred
to Lagrangian submanifolds λ in T ∗β with Lagrange border ∂λ = π(∂L ∩
∂T ∗β) = L1 − L0, where π : ∂T ∗β → T ∗∂β is the standard projection, as a
Lagrange cobordism over β between Lagrangian manifolds L1 ⊂ T ∗B1

and L0 in T ∗B0. Turns out Lagrange cobordisms in β = B × [0, 1] give an
equivalence relation on the set of immersed Lagrangians in B.

Eliashberg ([7]) showed that immersed Lagrangian cobordisms obey an
h-principle, that is, their existence is assured upto vanishing of algebraic
topological invariants. This is referred to as a “flexible” phenomenon in
symplectic geometry.

Embedded Lagrangians are more “rigid.” For example, embedded La-
grangians in R2 are only circles, and it can be shown that all embedded
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Figure 1: Lagrangian cobordism is a natural way of viewing Lagrangian
surfaces by restricting our attention to R4

[a,b].

Lagrangian cobordisms between circles in R2 must be between circles of
equal area. Biran and Cornea show that monotone Lagrangians cobordisms
in M × R2, for symplectic manifold M , between embedded Lagrangians in
M preserve Floer homology and similar invariants.

What we are considering is somewhere in between. Like in [16], we con-
sider cobordisms that are embedded in R4 but we allow the Lagrangian pro-
jection of the boundaries to R2 to be immersed. Sabloff and Traynor used
generating functions to define capacities, cL,a± : H∗(La) → (−∞, 0], CL,a± :
H∗(La) → [0,∞), for unknotted, planar, flat-at-infinity Lagrangian cobor-
disms in R2n [16]. Slices of such Lagrangians in R4 (upto compactly sup-
ported area preserving diffeomorphisms of R2) have a partial order defined
by the existence of a Lagrangian cobordism in R4.
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In this paper we consider relatively exact Lagrangian cobordisms in R4.
Relative exactness is a generalization of exactness - A Lagrangian cobordism
is said to be relatively exact if the image of the function ω : H2(R4, L;Z) →
R is contained in the set of Z-multiples of a(∂−L) = |

∫
∂−L

x1dy1|. In fact, rel-

ative exactness follows from topological considerations of the cobordism (see
Remark 1). This means that, in some cases, obstructing relatively exact La-
grangian cobordisms, obstructs the existence of any Lagrangian cobordisms
with those boundaries. We find obstructions to the existence of relatively
exact Lagrangian cobordisms between knots/links based on the combinato-
rial data of enriched knot diagrams. Intuitively, the enriched knot diagram
for a knot, K, keeps track of the topological of the knot like a standard knot
diagram, and additionally records the geometric data of areas of different
regions in R2 defined by π1(K) for the standard projection π1 : R3 → R2

forgetting the last coordinate (see Definition 3.3).

Definition 1.1. Given two diagram classes, [D1, σ1,A1] and [D2, σ2,A2],
we say [D1, σ1,A1] undercuts [D2, σ2,A2] if there exists a relatively exact
Lagrangian cobordism (Definition 2.1), L, such that KD1

≺L KD2
, for links

KDj
having diagram [Dj , σj ,Aj ], j = 1, 2. We denote this by [D1, σ1,A1] ≺

[D2, σ2,A2] (or [D1] ≺ [D2]).

Lemma 1.2. The undercut relation is a transitive relation on equivalence
classes of enriched knot diagrams, that is,

1) the relation ≺ is well-defined on equivalence classes of diagrams;

2) undercutting is transitive: if [D3] ≺ [D2] and [D2] ≺ [D1], then [D3] ≺
[D1].

Additionally, the undercut relation gives a strict partial order when restricted
to exact diagrams (see Definition 3.4), that is,

1) undercutting is non-reflexive: for all exact diagrams [D], [D] ⊀ [D];

2) undercutting is anti-symmetric: for [D1] ̸= [D2], [D1] ≺ [D2] implies
[D2] ⊀ [D1];

3) not all enriched knot diagrams are related by the undercut relation.

Given an enriched knot diagram, D, and two disks, A and B, bound by
D, (Definition 4.2), we say A and B share a corner q ∈ X(D) if q is a
corner for both the disks A and B and both A and B have the same sign
at q.
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Definition 1.3. A disk, A, bound by a diagram pair

((D1, σ1,A1), (D2, σ2,A2))

is called big if:

1) A has all convex corners;

2) A is bound by D1 and has all negative corners, or A is bound by D2

and has all positive corners;

3) A is an aligned disk as in Definition 6.3;

4) either a(D1) = a(D2) = 0 or area(A) ≤ a(D1).

Given a diagram pair ((D1, σ1,A1), (D2, σ2,A2)) and a big disk, A,
bound by it, we define a little disk relative to A to be a disk, B, bound
by the pair ((D1, σ1,A1), (D2, σ2,A2)), distinct from A, such that one of the
following conditions hold:

(a) B and A are both bound by D2 and B has sign equal to +1 only at
those corner points it shares with A. The rest are negative corners. If
B has no negative corners, B must share all of A’s corners;

(b) B and A are both bound by D1 and B has sign equal to −1 only at
those corner points it shares with A. The rest are positive corners. If
B has no positive corners, B must share all of A’s corners;

(c) A is bound by D2; B is bound by D1 and has all positive corners ,
with at least one corner when A has non-zero number of corners;

(d) A is bound by D1; B is bound by D2 and has all negative corners, with
at least one corner when A has non-zero number of corners.

We show that the existence of a big disk implies that of a little disk
whenever an enriched knot diagram, D1, undercuts another enriched knot
diagram, D2.

Theorem 1.4. If [D1, σ1,A1] ≺ [D2, σ2,A2] and there exists a big disk A
bound by the pair, then there must exist a little disk B relative to A bound
by the diagram pair, such that

area(A) ≥ area(B).
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Equality of area can hold only when [A] = [B] ∈ Π2(R4, L) for any possible
Lagrangian tangle L with D∂+L = D2 and D∂−L = D1 and they share all
corners.

Note that even though the condition on equality a priori feels like it
depends on more than just the diagrams, as we can determine the topology
of the tangle using the diagrams from Equation (6), this condition actually
depends only on the diagrams.

Figure 2: Parts (a) and (c) show for r < R possible Lagrangian cobordisms
8+(r) ≺ 8+(R) and 8−(R) ≺ 8−(r), respectively. There are no Lagrangian
cobordisms when the orders are reversed as in (b) and (d). This figure ap-
peared in [16].

The motivating question or observation that propelled this research
is as follows. Consider the following 8-shaped curves in R3 : 8±(πr

2) =
{(x1, y1, x2)|x

2
1 + x22 = r2, y1 = ±2x1x2}. It is possible to construct La-

grangian cobordisms L ⊂ R4
[a,b] such that ∂+L = 8+(A) and ∂−L = 8+(B)

for A > B, but it was shown in [16] that this is impossible for A < B.
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Similarly, it is possible to construct L ⊂ R4
[a,b] such that ∂+L = 8−(A) and

∂−L = 8−(B) for A < B, but impossible for A > B.
We are able to recover these results using our methods. Additionally,

we are able to show similar results for knots like trefoils with positive or
negative crossings, T±, which are beyond the scope of the techniques in [16].
These are presented as corollaries of Theorem 1.4 in Section 7. Many similar
results can be obtained by applying Theorem 1.4 and we only present select
few.

To establish the obstruction, Theorem 1.4, we study moduli spaces on
holomorphic disks with corners that have boundary on “Lagrangian tangles”
which are immersed Lagrangian cobordisms that have boundary on copies of
R2 of the form R2

a := {x2 = 0, y2 = a} such that the Lagrangian is embedded
away from its boundary.

Definition 1.5. A Lagrangian tangle, L, is a compact, connected, ori-
ented, immersed Lagrangian submanifold (with boundary) such that:

• L ⊂ R4
[a,b]

:= {a ≤ y2 ≤ b} ⊂ R4 for some a < b ∈ R;

• L intersects R3
a ∪ R3

b transversely, and ∂L = L ∩ (R3
a ∪ R3

b);

• ∂L is flat, that is, ∂L ⊂ R2
a ∪ R2

b ;

• the only self-intersections of L are transverse double points on ∂L;

• L intersects R3
t transversely for b− ϵ < t ≤ b and for a ≤ t < a+ ϵ, for

some small ϵ > 0;

• L ∩ R4
[a+ϵ,b−ϵ] is relatively exact as defined in Definition 2.2 for all

ϵ > 0.

To show that one can go between (embedded) relatively exact Lagrangian
cobordisms and Lagrangian tangles as required, we include constructions of
Lagrangian collars. Some of the constructions rely on Lagrangian movies
perspective which was utilized very effectively in [17] and [12] previously.

Theorem 1.4 is proved in Section 7 using Theorem 6.5. Theorem 6.5 is
our main technical result where we completely classify boundary points of
1-dimensional moduli spaces of holomorphic disks with corners that have
boundary on a Lagrangian tangle. The proof of Theorem 6.5 spans the en-
tirety of Section 6.

In [16], Sabloff and Traynor study the Morse theory of generating func-
tions of unknotted and planar-at-infinity Lagrangians. An embedded sub-
manifold, L ⊂ R4 = T ∗R2 is “planar” if it is diffeomorphic to the zero
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Figure 3: Depiction of a holomorphic disk with corners that has boundary
on a Lagrangian tangle moving in a one dimensional moduli space.

section, L0 = {y1 = y2 = 0}. A planar Lagrangian is “flat-at-infinity” if it
agrees with L0 outside of a compact subset of R4. These conditions mean
that the Lagrangian cobordism has genus 0 and the writhe (with respect to
the blackboard framing) of the knots that can appear as Lagrangian slices
has to be ±1. Relaxing the “global” conditions of unknottedness and pla-
narity implies we are able to prove results for a larger range of knots. In
particular, we allow writhes to be any integer, and do not require the knots
to be capped or filled by a Lagrangian disk.

Figure 4: (a) wr = 1, (b) wr = 1, (c) wr = −3, (d) wr = 3.

A related, well-studied, setup is to consider Lagrangians in the sym-
plectization of a contact manifold. For example, the contact manifold R3

with contact form α = dz − ydx has symplectization R4
+ = R+ × R3 with

the symplectic form d(etα). Here, one studies Lagrangians that are cylin-
drical over Legendrians at t = ∞ and 0. With the change of coordinates
x1 = x, y1 = ety, x2 = et, y2 = z, we can view the symplectization as R4 with
the standard symplectic form. In these new coordinates the Lagrangians
would be conical over Legendrians at ±∞. This situation is a special case
of the setup that we consider in this paper. An enriched knot diagram, D,
has a Legendrian representative if and only if
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• the total area,
∫
D x1d1, bound by the diagram is zero, and

• at each crossing, the sign of a corner is the same as the sign of the area
bound by the arc that starts and ends at that crossing and contains
that corner. (Here we consider the parametrization on the arc that is
anti-clockwise along the boundary of the considered corner.)

Figure 5: (a) This loop cannot appear in an enriched knot diagram that has
a Legendrian representative. (b),(c) Diagrams with Legendrian representa-
tives.

This means that the 8+ enriched knot diagrams have Legendrian represen-
tatives whereas the 8− enriched knot diagrams don’t. We remark here that
the signs look opposite to more common conventions (for example, those of
Legendrian contact homology in []) because we slice by y2 = z = constant,
whereas, in the above described coordinates, the more common convention
is to slice by t = constant which is equivalent to x2 = constant.

2. Preliminaries

2.1. Setup

Consider the standard R4 with coordinates x1, y1, x2, y2, with the stan-
dard symplectic form, ω = dx1 ∧ dy1 + dx2 ∧ dy2. The complex structure
obtained by identifying R4 with C⊕ C, given by i(∂xj

) = ∂yj for j = 1, 2,
is compatible with ω. The pair (ω, i) generate the standard Riemannian
metric on R4, g = dx1 ⊗ dx1 + dy1 ⊗ dy1 + dx2 ⊗ dx2 + dy2 ⊗ dy2 = ω(·, i·).
Let us fix notation for some special subsets of R4:

• R4
I := {(x1, y1, x2, y2) ∈ R4| y2 ∈ I} is a restricted part of R4 for any

interval (open or closed) I ⊂ R;

• R3
a := {(x1, y1, x2, y2)| y2 = a} is a hyperplane for any a ∈ R;
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• R2
a := {(x1, y1, x2, y2)| y2 = a, x2 = 0} is a complex plane contained in

R3
a for any a ∈ R.

A Lagrangian submanifold, L, of R4 is a half-dimensional submanifold
with or without boundary, on which the symplectic form vanishes, that
is, ω|TL ≡ 0. In case of R4, hal-dimensional means a real 2 dimensional
manifold, so L is a surface. We assume that all our manifolds are smooth
unless mentioned otherwise. For any Lagrangian surface L ⊂ R4 we denote
by La the slice of L,

La := L ∩ R3
a

whenever L intersects R3
a transversely.

A knot is a smooth embedding, S1 →֒ R3. A link is a smooth embed-
ding, ⊔kj=1S

1 →֒ R3, of finite number of copies of S1. Denote by π1 the pro-

jection π1 : R3 → R2, (x1, y1, x2) 7→ (x1, y1). The projection π1 is sometimes
referred to as the Lagrangian projection of R3. For a generic oriented link
K in R3, π1(K) is an immersed curve with finitely many transverse double
points, called crossings. We assume that all links, K, in this paper have
such π1(K).

Definition 2.1. A Lagrangian cobordism, L, from a link K1 to a link
K2 is an embedded, orientable, connected, compact, Lagrangian surface L ⊂
R4
[a,b] for some real numbers a < b, such that

• L intersects R3
a := {y2 = a} and R3

b := {y2 = b} transversely, and

• L ∩ R3
b = ιb(K2), L ∩ R3

a = ιa(K1) for the canonical inclusion ιc : R3 →
R4 given by ιc(x1, y1, x2) = (x1, y1, x2, c) for c ∈ R.

If such a Lagrangian cobordism exists, we say that K1 undercuts K2, and
denote it by by K1 ≺ K2. We write K1 ≺L K2 if we want to specify that the
specific Lagrangian L gives this cobordism.

A knot K is said to be capped by a Lagrangian if K ≺ ∅, and filled by
a Lagrangian if ∅ ≺ K.

For a Lagrangian cobordism L ⊂ R4
[a,b], let us denote

∂+L := L ∩ R3
b and ∂−L := L ∩ R3

a.

As L is oriented, L induces an orientation on its boundaries ∂±L. So, any
Lagrangian cobordism is a Lagrangian cobordism from ∂−L to ∂+L.
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Define area of a knot K to be

a(K) :=

∣∣∣∣∣

∫

π1(K)
x1dy1

∣∣∣∣∣ .

Note that as we take absolute value, in the case K is a knot, the specified
orientation does not matter. If K had multiple connected components, the
orientation would be important. By Stoke’s theorem, a Lagrangian cobor-
dism from knot K1 to K2 cannot exists unless a(K1) = a(K2).

Definition 2.2. Recall that the symplectic form ω ∈ H2(R4, L) defines a
map ω : Π2(R4, L) → R. We call a Lagrangian cobordism relatively exact
if the image ω(Π2(R4, L)) is aZ where a = a(∂+L) = a(∂−L).

Remark 1. In some cases, we can conclude that a Lagrangian cobor-
dism is relatively exact purely from topological constraints. Suppose L
is a Lagrangian cobordism from a knot K1 to K2 such that the writhes
(with respect to the blackboard framing in x1, y1, x2 coordinates) satisfy
wr(K1) = wr(K2). As L is Lagrangian, one can show that the Euler charac-
teristic satisfies

χ(L) = wr(K2)− wr(K1),

and hence χ(L) = 0. As we know that L is topologically a surface with at
least two boundary components, zero Euler characteristic implies

0 = χ(L) = 2− 2g − b = −2g,

that is, genus g = 0 and b = 2. This forces L to be topologically a cylinder
and Π2(R4, L) is generated by a class [u] for u a disk that has boundary
equal to one of the boundary components of L. Thus, L is automatically
relatively exact.

To study relatively exact Lagrangian cobordisms we consider related
immersed Lagrangians called Lagrangian tangles (Definition 1.5). An im-
mersed Lagrangian in (R4, ω) is the image, L = ι(L̃), of an immersion

ι : L̃→ R4,

where L̃ is a 2-manifold (possibly with boundary), such that the pull-back
ι∗ω ≡ 0 vanishes. Given such an immersed Lagrangian, L, its transverse
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double points are q ∈ L such that there exists p1 ̸= p2 in L̃ with ι(p1) =
ι(p2) = q, and dιp1(Tp1L)⊕ dιp2(Tp2L) = TqR4. Denote the set of transverse
double points of an immersed Lagrangian, L, by

∆(L) := {q ∈ L|#ι−1{q} = 2}.

A Lagrangian tangle (Definition 1.5), L, has two leaves near any point
q ∈ ∆(L), that is, in a small neighbourhood of q, L \ {q} has two connected
path components. Note that, here we are using the assumption that the only
singularities are transverse double points. Near each double point, for any
fixed y2-value, one leaf has higher x2-values than the other. We refer to the
former as the higher leaf, Lh, and the latter as the lower leaf, Ll, near q.

Lagrangian cobordisms and Lagrangian tangles are related by the addi-
tion or removal of appropriate Lagrangian collars, which we describe in the
next section.

2.2. Lagrangian collars

In this section we describe how we can add small Lagrangian collars to the
ends of a given Lagrangian to get desired boundary conditions. We first
restate some lemmas from [6] that show that Lagrangians with equal slices
can be glued smoothly. We remove the requirement that the Lagrangians
are planar unknotted and include proofs that are slight alterations of those
in [6] so that we do not use the planar unknottedness hypothesis.

Lemma 2.3. [6, Lemma 5.1] Let L,L′ ⊂ R4 be two Lagrangians that are
transverse to and agree on R3

a, for some a ∈ R. Let

S := La = L′
a.

Then, for all ϵ > 0, there exist neighborhoods V ⊂ U of S in L and a symplec-
tic isotopy ϕt of R4 such that ϕt|L is the identity on S and on the complement
of U , ϕ1(U) ⊂ R4

(a−ϵ,a+ϵ), and ϕ1(V ) ⊂ L′.

Proof. We present the argument when S has only one connected component
but, as the argument is local in nature, it extends to the case when S has
many connected components by repeating this argument for each compo-
nent.

Let L0 be the (x1, x2)-plane, that is, the zero-section of R4 = T ∗R2. By
the Lagrangian neighbourhood theorem, there exists a small neighbourhood
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A ⊂ L of S and a symplectomorphism ψ of a tubular neighbourhood U ⊂ R4

of A taking A to S1 × I ⊂ L0 for some open interval I ⊂ R. Let γ be the
image of S under ψ.

The rest of the proof is identical to that of [6, Lemma 5.1]. □

This allows us to smoothly glue two Lagrangians that have a common slice
or have matching boundaries.

Lemma 2.4. Let L ⊂ R4
[a,b] and L′ ⊂ R4

[b,c] be two Lagrangians that are

transverse to and agree on R3
b ,

S = ∂+L = Lb = L′
b = ∂−L

′.

Then, for all ϵ > 0, there exists a Lagrangian L′′ ⊂ R4
[a,c] such that

1) L′′ ∩ R4
(−∞,b−ϵ) = L ∩ R4

(−∞,b−ϵ), and

2) L′′ ∩ R4
(b+ϵ,∞) = L′ ∩ R4

(b+ϵ,∞).

In [6], they assumed that the common slice was connected to get the
planarity assumption. As we do not care about planarity of the Lagrangians,
we can drop this assumption.

Proof. We first extend both L and L′ arbitrarily such that the previous
boundaries ∂+L and ∂−L

′ are interior slices and the Lagrangians are still
embedded. Then we use the previous lemma to make Lagrangians L̃ and L̃′

such that

L̃ ∩ R4
(−∞,b−ϵ) = L ∩ R4

(−∞,b−ϵ),

L̃′ ∩ R4
(b+ϵ,∞) = L ∩ R4

(b+ϵ,∞),

L̃ ∩ R4
(b− ϵ

2
,b+ ϵ

2
) = L̃′ ∩ R4

(b− ϵ

2
,b+ ϵ

2
).

Then we may identify L̃ and L̃′ to get

L′′ = (L̃ ∩ R4
(−∞,b]) ⊔L̃b=L̃′

b

(L̃′ ∩ R4
[b,∞))

that is smooth. □

Lemma 2.5. Suppose we have a Lagrangian cobordism L ⊂ R4
[a,b] (Defi-

nition 2.1). Given ϵ > 0, there exists a Lagrangian tangle L′ ⊂ R4
[a−ϵ,b+ϵ]

(Definition 1.5), such that L = L′ ∩ R4
[a,b].
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Figure 6: Two types of Lagrangian collar attaching. (a) Lagrangian tangle
from relatively exact Lagrangian cobordism. (b) Extension of Lagrangian
tangle to get immersed Lagrangian with transverse double points in the
interior.

Proof. We attach small immersed Lagrangian collars, that is, images of im-
mersions of ⊔kS1 × [0, ε] into R4 , at both ∂+L and ∂−L to obtain a La-
grangian tangle. We only describe the construction near ∂+L, the case for
∂−L is exactly the same.

Let us consider the case when ∂+L has one connected component. If
there are multiple components, we can treat each of them individually with
some care near intersections in π1(∂+L) ⊂ R2. We assume, for simplicity of
notation, that ∂+L lies in R3

0, that is, b = 0.
Let π1 : R3

0 → R2 be the projection (x1, y1, x2, 0) 7→ (x1, y1). Then, by
our assumption about genericity of the link ∂+L, π1(∂+L) is an immersed
S1. Let us fix an immersion g : S1 = {(x, y) ∈ R2|x2 + y2 = 1} → R2, such
that Im(g) = π1(∂+L). We can extend g to an immersion (again called)
g : A := S1 × [−δ, δ] → R2 for some small δ > 0. Using this immersion, we
pull back the standard symplectic form on R2 to get a symplectic form
ωg := g∗(dx1 ∧ dy1) on A.

The height of points on ∂+L or the value of the x2-coordinate gives us
a Hamiltonian f on g−1(π1(∂+L)), namely, f : S1 × {0} → R is such that
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(g, f, 0) : S1 → R4 gives a parametrization of ∂+L. We extend f to a Hamil-
tonian f : A→ R that is supported in a neighbourhood of S1 × {0} and
away from S1 × {−δ} ∪ S1 × {+δ} = ∂A.

Consider a smooth function cut off function β : [0, 1] → [0, 1] such that

• β(1) = 0,

• β(t) = 1 on [0, µ) for 0 < µ≪ 1,

• β(t) ̸= 0 for t ̸= 1.

Now, consider the time-dependent Hamiltonian ft, t ∈ [0, 1], on A given by

ft(θ, s) := β(t)f(θ, s), for (θ, s) ∈ S1 × [−δ, δ] = A.

So, we have f0(θ, s) = f(θ, s) and f1 ≡ 0.
On A, we get a Hamiltonian vector field Xt that is the symplectic dual

to dft. Namely, for any point p ∈ A and vector v ∈ TpA

(dft)p(v) = ωg(Xt, v).

Let ϕt be the flow of the vector field Xt, that is, ϕ : A× [0, 1] → A,
((θ, s), t) 7→ ϕt(θ, s) such that d

dtϕt(θ, s) = Xt ◦ ϕt(θ, s) for all (θ, s) ∈ A, and
ϕ0 = id. We now look at only S1 × {0} ⊂ A and suppress the s = 0 in our
notation.

Consider the map

F : S1 × [0, 1] → A× R2

(θ, t) 7→ (ϕt(θ), ft(ϕt(θ)), t).

If we put the product symplectic form on A× R2 given by ωg ⊕ dx ∧ dy, F
is a Lagrangian embedding. Indeed, we can check

F ∗(ωg ⊕ dx ∧ dy) = ϕ∗tωg +
∂(ft ◦ ϕt)

∂θ
dθ ∧ dt

= ωg

(
∂ϕt
∂θ

,
∂ϕt
∂t

)
dθ ∧ dt+ df

∂ϕt
∂θ

dθ ∧ dt

= −ωg

(
Xt,

∂ϕt
∂θ

)
dθ ∧ dt+ ωg

(
Xt,

∂ϕt
∂θ

)
dθ ∧ dt

= 0.
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F is injective as ϕt is a diffeomorphism on S1 for each t. F is an immersion
because, in local coordinates,

dF =




∂ϕ1

∂θ
∂ϕ1

∂t
∂ϕ2

∂θ
∂ϕ2

∂t

(dft)ϕt(θ)

(
∂ϕ
∂θ

)
(dft)ϕt(θ)

(
∂ϕ
∂t

)

0 1


 ,

which is rank 2 as ϕt is a diffeomorphism implies ∂ϕt

∂θ (θ) =(
∂ϕ1

∂θ (t, θ),
∂ϕ2

∂θ (t, θ)
)
is non-zero.

Now, we can compose F with the immersion g : S1 × {0} → R2 to get

G : S1 × [0, 1] → R2 × R2

(θ, t) 7→ (g ◦ ϕt(θ), ft(ϕt(θ)), t).

As g is an immersion that preserves the symplectic form, G is a Lagrangian
immersion. Note that G(θ, 0) = (g(θ), f(θ), 0) is exactly a parametrization
of ∂+L. So, we can “attach” this collar to our original Lagrangian, L. We get
smoothness from our choice of β. This gives us the required L′ with ϵ = 1.
By changing the time interval of the Hamiltonian f to [0, ϵ] and taking f
such that fϵ ≡ 0, we can attach a collar of height ϵ for any ϵ > 0.

We lose injectivity only at t = 1 as f1 ≡ 0. Indeed, as ∂+L is embedded,
f0 is injective in a neighbourhood of the points where g is not injective. By
taking the support of ft to be a very small neighbourhood of S1 in A, we can
ensure that ϕt is close to identity. This will guarantee that G is injective as
long as β(t) ̸= 0, that is, for t ̸= 1. As g−1(p) for any point p ∈ R2 is at most
two points, the same holds for G−1(q) for any q ∈ R4. Thus, L′ is embedded
on the interior and has double points on the boundary.

L′ intersects itself transversely. Indeed, this follows if we write out dG
in local coordinates and use the fact that g was an immersion and therefore,
dg is injective and Xt is the symplectic dual to dft and the symplectic form
is non-degenerate. L′ has flat boundary as f1 ≡ 0.

It remains to check whether L′ ⊂ R4
[a,b] is relatively exact away from

its boundaries. Note that L′ ∩ R4
[a,b+ϵ−δ] deformation retracts to L for all

ϵ > δ > 0 as we introduce new self-intersection points only at y2 = b+ ϵ. So,
relative exactness of L implies relative exactness of L′. □

Remark 2. Suppose we have a Lagrangian cobordism L ⊂ R4
[a,b]. We may

assume that near the boundaries L is standard in the following sense: There
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exists ϵ > 0 such that for t ∈ [a, a+ ϵ] the crossings of π1(Lt) in R2 remain
constant. The same is true for t ∈ [b− ϵ, b]. We can assume this because
we may construct a small Lagrangian collar L+ ⊂ R4

[b−2ϵ,b+ϵ] that has the
following properties:

• L+
b = Lb = ∂+L;

• the double points of π1(L
+
t ) remain constant for t ∈ [b− ϵ, b].

We can construct such L+ by repeating the above type of constructions while
taking a Hamiltonian on g−1(π1(∂+L)) that has partial derivative ∂H

∂θ = 0
at the pre-images of the double points of π1(∂+L). Then, using Lemma 2.3
to make the neighbourhood of ∂+L in L equal to the neighbourhood of
∂+L in L+ we get a standard neighbourhood without changing ∂+L. An
alternate approach to construct L+ is to use the Lagrangian moves given in
Section 3.2.

Remark 3. Given a Lagrangian tangle L ⊂ {a ≤ y2 ≤ b} and ϵ > 0, there
exists an immersed Lagrangian L′ ⊂ {a− ϵ ≤ y2 ≤ b+ ϵ} such that L = L′ ∩
R4
[a,b], and all the points of singularities of L′ are transverse double points

away from ∂L′. Further, the set of double points of L′ is equal to that of L,
∆(L) = ∆(L′).

The construction of L′ is practically the same as of Lemma 2.5, but the
initial height function or Hamiltonian is the constant function 0 and we take
a time-dependent Hamiltonian satisfying ft ̸= 0 for t > 0 in a neighbourhood
of S1 in A.

2.3. Lagrangian movies

In this section, we include some lemmas about Lagrangian “movies,” which
are known popularly, for completeness. The term movies appears in other
related works like [17] and [12]. A Lagrangian movie is a convenient way
of visualizing a Lagrangian via a family of slices of the Lagrangian. A family
of slices fit together to give a Lagrangian provided they satisfy the partial
differential equation (2).

Proposition 2.6. A generic Lagrangian surface L ⊂ R4 parametrized by

r(θ, t) = (x1(θ, t), y1(θ, t), x2(θ, t), t),(1)
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where θ ∈ S1, t ∈ R, satisfies

∂x2
∂θ

(θ, t) = ω

(
∂z

∂t
,
∂z

∂θ

)
for z(θ, t) = (x1(θ, t), y1(θ, t)).(2)

Conversely, if there is a family of knots parametrized by

(z(θ, t), x2(θ, t)) = (x1(θ, t), y1(θ, t), x2(θ, t))

(with parameter t) in R3 satisfying Condition 2 above, then

r(θ, t) = (x1(θ, t), y1(θ, t), x2(θ, t), t)

gives a Lagrangian surface in R4.

Remark 4. For any t ∈ R, a tangent to π1(L ∩ R3
t ) is given by (∂x1

∂θ ,
∂y1
∂θ )

and so, the normal η = i ∂∂θ (z) is given by (∂y1∂θ ,−
∂x1

∂θ ). Then, the right hand
side of (2) is equal to ⟨∂z∂t , η⟩.

Proof. If we pull back the form ω on R4 via r, we get

r∗ω = r∗(dx1 ∧ dy1 + dx2 ∧ dy2)

=

(
∂x1
∂θ

dθ +
∂x1
∂t

dt

)
∧

(
∂y1
∂θ

dθ +
∂y1
∂t

dt

)
+

(
∂x2
∂θ

dθ +
∂x2
∂t

dt

)
∧ dt

=

(
∂x1
∂θ

∂y1
∂t

−
∂y1
∂θ

∂x1
∂t

+
∂x2
∂θ

)
dθ ∧ dt

=

(
ω

(
∂z

∂θ
,
∂z

∂t

)
+
∂x2
∂θ

(θ, t)

)
dθ ∧ dt.

Therefore, r∗ω ≡ 0 if and only if Condition (2) holds. □

For a Lagrangian, L, parametrized by r(θ, t) as above, fix a θ0 ∈ S1 and
define

∆x2(θ, t) = x2(θ, t)− x2(θ0, t),

and

area(θ, t) :=
1

2

∫ θ

θ0

(
x
∂y

∂θ
− y

∂x

∂θ

)
dθ

=
1

2

∫ θ

θ0

ω

(
z,
∂z

∂θ

)
dθ =

1

2

∫ θ

θ0

⟨z(θ, t), η(θ, t)⟩dθ.



✐

✐

“4-Datta” — 2023/7/15 — 2:27 — page 177 — #19
✐

✐

✐

✐

✐

✐

Lagrangian cobordisms between enriched knot diagrams 177

We call this quantity “area” even though the arc over which we integrate,
namely, π1(L ∩ R3

t ) from z(θ, t) to z(θ0, t) does not bound a bounded re-
gion unless z(θ0, t) = z(θ, t). When z(θ0, t) = z(θ, t), then zt|[θ0,θ] defines the
boundary of a bounded region and area(θ, t) actually measures the area of
that region.

Corollary 2.7. Given a Lagrangian in R4 parametrized by

r(θ, t) = (x1(θ, t), y1(θ, t), x2(θ, t), t), (θ, t) ∈ S1 × R,

suppose that for θ0, θ1 ∈ S1 and t ∈ (c, c+ ϵ) ⊂ R,

(x1(θ1, t), y1(θ1, t)) = (x1(θ0, t), y1(θ0, t)).(3)

Then, for ∆x2(θ, t) and area(θ, t) defined with reference point θ0 as above,

∆x2(θ1, t) =
∂

∂t
area(θ1, t).

Proof. Note that

∂

∂t
(2 area(θ, t)) =

∫ θ1

θ0

〈
∂

∂t
z(θ, t), η(θ, t)

〉
dθ +

∫ θ1

θ0

〈
z(θ, t),

∂

∂t
η(θ, t)

〉
dθ

=

∫ θ1

θ0

〈
∂

∂t
z(θ, t), η(θ, t)

〉
dθ +

∫ θ1

θ0

(
x
∂2y

∂t∂θ
− y

∂2x

∂t∂θ

)
dθ

=

∫ θ1

θ0

〈
∂

∂t
z(θ, t), η(θ, t)

〉
dθ +

[
x
∂y

∂t
− y

∂x

∂t

]θ1

θ0

+

∫ θ1

θ0

〈
∂

∂t
z(θ, t), η(θ, t)

〉

= 2

∫ θ1

θ0

∂x2
∂θ

(θ, t)dθ + 0 = 2∆x2(θ1, t),

where the middle term is zero using the assumption, and we use integration
by parts in the earlier step. □

If we do not have assumption (3), we can still put bounds on the area change
by assuming that the intersections points do not move much. We would have
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another term that depended on the derivative ∂θ
∂t where θ(t) is such that

(x1, y1)(θ(t), t) = (x1, y1)(θ0, t)

while we are assuming that one of the S1-coordinates of the intersection
points, namely θ0, does not move. This shows that by controlling the height
of Lagrangian collars in Lemma 2.5, that is, the range of y2-values it lies in,
we may control the total change in areas bound by sectors of slices.

The above discussion leads to the following lemma that has previously
appeared in [12] and [17]. It was used to prove the existence of combinato-
rial moves on Lagrangian diagram in [12]. We will be using it to show the
existence of enriched knot diagram moves, which are truly only a rephrasing
of Lin’s Lagrangian moves.

Lemma 2.8. [12, Lemma 2] Suppose we are given a smooth map

z(θ, t) = (x(θ, t), y(θ, t)) : S1 × [0, T ] → R2

such that z(−, t) : S1 → R2 is an immersion with total signed area C fixed
with respect to t. Suppose additionally, we are given h(−, 0) : S1 → R. Then
there exists h : S1 × [0, T ] → R given by

h(θ, t) = h(θ, 0) +

t∫

0

ω

(
∂z

∂t
,
∂z

∂θ

)
dt,

extending h(−, 0) such that

ϕ : S1 × [0, T ] → R4, (θ, t) 7→ (x(θ, t), y(θ, t), h(θ, t), t),

is a Lagrangian immersion. Further, it is an embedding if and only if when-
ever

z(θ, t) = z(θ′, t), h(θ, t) ̸= h(θ′, t).

3. Enriched knot diagrams

In this section, we define precisely what we mean by an enriched knot di-
agram of a knot or link. We describe equivalence classes of enriched knot
diagrams, and describe and discuss the undercut relation between these
equivalence classes. In particular, we show that the undercut relation de-
fines a strict partial order on equivalence classes of exact enriched knot dia-
grams. Lastly, we describe enriched knot diagram moves, which are adapted
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from [12]. Compare enriched knot diagrams with Lagrangian diagrams in
[12, Definition 1]. In particular, the crossings appear reversed as Lin looks
at slices x2 = constant, whereas we consider y2 = constant.

Consider an immersed curve D ⊂ R2 whose only singularities are trans-
verse double points. Denote by X(D) the set of double points of D, which
we call crossings of D.

Definition 3.1. For p ∈ X(D) and ϵ > 0 small enough, Bϵ(p) \ D has four
connected components that we call corners at p. We call two corners at
p adjacent corners if they have a common boundary arc and otherwise
opposite corners. Note that the corners are defined only up to a choice of
ϵ and we may also replace the ball Bϵ(p) by a small open neighbourhood of
p. We call two corners C1 and C2 at p equal if there exists ϵ > 0 such that
C1 ∩Bϵ(p) = C2 ∩Bϵ(p).

Definition 3.2. The complement R2 \ D consists of disjoint union of con-
nected sets ∪kj=1Dj . All but one Dj are a bounded subsets of R2 that are dif-

feomorphic to the open disk, D◦ = {(x, y) ∈ R2|x2 + y2 < 1}. In fact, these
are images of holomorphic disks with corners uj : D → Dj (see Definition
4.1). We refer to these holomorphic disks with corners as disks cut out by
curve D.

Definition 3.3. An enriched knot diagram is a tuple (D, σ,A) where
(refer Figure 7):

• D is an immersed, closed curve (possibly disconnected) in R2 whose
only singularities are transverse double points;

• (SIGNS) σ is a function assigning sign ±1 to each corner of D such
that at each double point of D, adjacent corners have opposite signs
and opposite corners have the same sign;

• (AREA) A assigns to each disk cut out by D the positive real number
equal to the disk’s area with respect to the standard metric on R2. We
can also forget the geometric aspect and view it as a function on the
set of all disks cut out by D taking values in positive real numbers.

Definition 3.4. An enriched knot diagram, [D, σ,A], is said to be exact is
the total signed area, ∫

D
x1dy1 = 0.
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Figure 7: Enriched knot diagrams (a) 8+(A), (b) 8−(B), (c) T−(A), (d)
T+(B), (e) C−++(A1, A2, A3), (f) E−(A), (g) E+(A). Note that we draw
broken strands to clarify the crossing type, even though the actual enriched
knot diagram consists of an immersed curve with crossings. Additionally, the
information conveyed by the signs and the broken strands is the same. We
continue to use both, even though this information is redundant, for clarity.
Compare with Lagrangian diagrams in [12].

Given a generic link K ∈ R3, we obtain an enriched knot diagram as
follows: Take DK to be the image π1(K). We get a “height function”
x2 : DK \X(DK) → R defined by π−1

1 (z) = (z, x2(z)) ∈ K outside the cross-
ings. Generic K gives DK that is immersed with only finitely many trans-
verse double points as its singularities. We decorate DK to get a diagram as
follows:

• (SIGNS) At each crossing q, by taking a small enough neighbourhood
U ∋ q, we get four corners in U divided by D. Intuitively, if for a corner,
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C, the height value jumps up q as we traverse ∂C in the anticlockwise
direction, we assign σK(C) = −1. If the height value jumps down, we
assign σK(C) = 1. More precisely, let us denote by lim∂C→q− x2 the
limit of x2-values as we approach q along the boundary of C (on D) in
the anticlockwise direction. Similarly, let lim∂C→q+ x2 denote the limit
in the clockwise direction. Then we assign

σK(C) = −1 if lim
∂C→q−

x2 < lim
∂C→q+

x2, and

σK(C) = 1 if lim
∂C→q−

x2 > lim
∂C→q+

x2.

• (AREAS) The area AK(D) assigned to each disk ,D, cut out by DK

is the area of D with respect to the standard metric on R2.

Then (DK , σK ,AK) is the enriched knot diagram of K.
For any diagram (D, σ,A), D is the image of an immersion ι : ⊔kj=1S

1
j →

R2 where each S1
j is a copy of the unit circle. The above construction of

obtaining a diagram from a link can be easily reversed by assigning a height
function x2 : ⊔

k
j=1S

1
j → R, so that the combined map (ι, x2) : ⊔

k
j=1S

1
j → R3

is an embedding that respects the signs σ. That is, if we formed a diagram
from this link following the above method, we get back the original diagram
(D, σ,A). Let us denote a link obtained from (D, σ,A) by KD. The height
function for KD and therefore, the link itself is not uniquely determined by
the diagram (D, σ,A). This will not concern us as the undercutting relation,
existence of Lagrangian cobordisms, and the obstructions we develop will
only depend on equivalence classes of enriched knot diagrams, which we de-
fine next. But first, we define the enriched knot diagrams for the boundaries
of a Lagrangian tangle.

Definition 3.5. Consider a Lagrangian tangle, L ⊂ R4
[a,b]. Let ιb : R

2
b → R2

be the canonical isomorphism (x1, y1, 0, b) 7→ (x1, y1). We say a diagram,
(D, σ,A), is the enriched knot diagram of ∂+L if D = ιb(∂+L), for any disk
D cut out by D, A(D) is equal to the area of D with respect to the standard
Riemannian metric on R2, and the signs are the signs for the correspond-
ing corners of Lb−ϵ for small ϵ > 0. This makes sense as the crossings of
π1(Lb−ϵ) are in on-to-one correspondence with the crossings of π1(∂+L) (see
Remark 2). Similarly, we define the enriched knot diagram for ∂−L = La
using ιa : R2

b → R2 and the signs from La+ϵ.
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Definition 3.6. Two diagrams, (D1, σ1,A1) and (D2, σ2,A2), are said to
be equivalent if there exists an orientation preserving diffeomorphism ϕ :
R2 → R2 such that

1) ϕ(D1) = D2,

2) for all corners C of D1, σ2(ϕ(C)) = σ1(C),

3) for all disks D cut out by D1, A2 ◦ ϕ(D) = A1(D).

We denote the equivalence class of an enriched knot diagram (D, σ,A) by
[D, σ,A]. We sometimes drop the σ and A from the notation and write [D]
with the hope that it makes reading easier and does not confuse the reader.

The above definition is trivially an equivalence relation as it is defined
via diffeomorphisms.

Lemma 3.7. For an enriched knot diagram, (D0, σ0,A0), any diffeotopy
(isotopy through diffeomorphisms) ψt : R2 → R2 gives rise to a family of
enriched knot diagram ψ∗

t (D0, σ0,A0) where ψ∗
t (D0) = ψt(D0); for any cor-

ner C of D0, ψ
∗
t σ0(ψt(C)) = σ0(C); and for any disk D cut out by D0,

ψ∗
tA0(ψt(D)) is the area of ψt(D) with respect to the standard metric on

R2.
Two enriched knot diagrams (D0, σ0,A0) and (D1, σ1,A1) are equivalent

if and only if there exists a compactly supported Hamiltonian isotopy ψt :
R2 → R2 such that ψ1(D0) = D1, and ψ

∗
1σ0 = σ1.

Proof. The existence of a Hamiltonian isotopy ψt : R2 → R2 such that
ψ1(D0) = D1, and ψ∗

1σ0 = σ1, implies equivalence of the diagrams
(D0, σ0,A0) and D1, σ1,A1) via the diffeomorphism ψ1. As ψ1 is the time-1
map of a Hamiltonian isotopy, it is area preserving.

For the converse, suppose there exists a diffeomorphism ψ : R2 → R2

making (D0, σ0,A0) ∼ (D1, σ1,A1) as in Definition 3.6. Note that by using
appropriate cut off functions outside a compact set K that contains both
D1 and D2, we may assume that the diffeomorphism ψ is equal to identity
outside K. We show that the existence of such a diffeomorphism, ψ, im-
plies existence of a symplectomorphism, ϕ, such that ϕ(D0) = D1, and for
all corners, C, of D0, σ2(ϕ(C)) = σ1(C). Then, as the group of symplec-
tomorphisms Symp(R2) is isomorphic to the group of compactly supported
Hamiltonian isotopies (see [3]), we get that ϕ = ϕ1 for a compactly supported
Hamiltonian isotopy ϕt : R2 → R2. The double points criterion is a generic
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condition about transverse self-intersections. Note that it is not necessary
that ψ = ϕ.

To construct the symplectomorphism ϕ, we carry out a standard Moser
argument. View D0 as the 1-skeleton of a CW-complex structure on R2 with
one 2-cell of infinite area and proceed by induction on the dimension of the
skeleta. First we want a symplectomorphism at the crossings of D0 such
that dϕp(v) is a positive multiple of dψp(v). We achieve this by rescaling by

1
det dψp

. Now along each arc of D0 we define ϕ such that it takes the arc α

to ψ(α) and it is symplectic. We achieve this by taking its derivative dϕ as
a rescaling of dψ such that the symplectic condition holds. Now we want
to extend across the 2-cells. Note that by using cutoff functions we may
extend ϕ to all of R2 such that it matches ψ outside a neighbourhood of
the 1-skeleton, D0. Let us call this map ϕ̃. Then, ωt := (1− t)ϕ̃∗ω + tω is a
cohomologous path of symplectic forms on each 2-cell such that ωt = ω on D0

and outside K. Then for each 2-cell, D, by [14, Theorem 3.17], there exists
an isotopy of diffeomorphisms ηDt : D → D such that ηD0 = id, (ηDt )

∗ωt = ω
for all t and ηDt = id for all t on D0 (and outside K for the 2-cell that is
unbounded). As ηD’s for adjacent D’s match on D0, we may glue ηt together
to get ηt : R2 → R2. Then ϕ = ϕ̃ ◦ η1 is the required symplectomorphism.

□

3.1. Undercut relation

In this section we define undercut relation and discuss some of its properties.
Define a diagram pair to be an ordered pair of two diagrams

([D1, σ1,A1], [D2, σ2,A2]). We refer to the first diagram, [D1, σ1,A1], as the
lower diagram and [D2, σ2,A2] as the upper diagram of the pair. Given
a diagram pair ([D1, σ1,A1], [D2, σ2,A2]), we say a disk A is cut out by
the pair if it is either cut out by D1 or by D2. Recall we defined area of
an oriented knot as a(K) = |

∫
K λ|, which does not depend on the chosen

orientation of the knot. So, we may talk about relatively exact cobordisms
without mentioning an orientation.

To show that the undercut relation is well-defined on equivalence classes
of enriched knot diagrams we prove the following lemma.

Lemma 3.8. Suppose K1 and K2 are two links in R3 with equivalent en-
riched knot diagrams (D1, σ1,A1) and (D2, σ2,A2), respectively. Then, for
a link K3 if there exists Lagrangian cobordism K3 ≺ K1, there exists a La-
grangian cobordism K3 ≺ K2. Similarly, K1 ≺ K3 implies K2 ≺ K3.
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Proof. Suppose L ⊂ R4
[a,b] is a Lagrangian cobordism fromK3 toK1. Assume

for simplicity that K1 and K2 are knots, that is, they have one connected
component each. We want to change L in a neighbourhood of the bound-
ary ∂+L so that the new boundary is K2. We do this by constructing a
Lagrangian collar L̃ such that L̃b−ϵ = Lb−ϵ for some ϵ > 0 and L̃b = ιb(K2).
Note that the main difficulty in this proof is to make the boundary of L
exactly K2, including achieving the areas of the underlying diagram.

Choose ϵ > 0 small compared to b− a such that L ∩ R4
[b−2ϵ,b] has a

parametrization,

S1 × [b− 2ϵ, b] → R2, (θ, t) 7→ (z(θ, t), x2(θ, t), t).

More conditions on the choice of ϵ > 0 will be clear as the proof progresses.
Label K ′

1 := Lb−ϵ and K
′′
2 := Lb−2ϵ. Assume that we have a time dependent

Hamiltonian

H : R2 × [b− 2ϵ, b] → R, (z, τ) 7→ H(z, τ)

such that for Hamiltonian vector field Xτ defined by ω(Xτ , ·) = dHτ , the
flow

ϕ : R2 × [b− 2ϵ, b] → R2

of X gives Hamiltonian isotopy such that ϕ1(D1) = D2 and ϕ∗1σ1 = σ2, as in
Lemma 3.7. Note that this means d

dτ ϕx(τ) = Xϕx(τ) for all x ∈ R2. Then, as

S1 → R3, θ 7→ (z(θ, b), x2(θ, b))

is a parametrization of K1, we get a parametrization of K2

S1 → R3, θ 7→ (ϕb ◦ z(θ, b), h(θ))

for an appropriately chosen h : S1 → R. Let us denote w := ϕb ◦ z.
Consider the map

z′ : S1 × [b− 2ϵ, b− ϵ] → R2, (θ, t) 7→ ϕt ◦ z(θ, t).
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We would like to use z′ as the (x1, y1)-part of a Lagrangian parametrization.
Note that

∂z′

∂θ
(θ, t) =

∂ϕt
∂z

(z(θ, t))
∂z

∂θ
(θ, t) = dϕt ◦

∂z

∂θ
;

∂z′

∂t
(θ, t) =

∂ϕt
∂z

(z(θ, t))
∂z

∂t
(θ, t) +

∂ϕ

∂τ
(z(θ, t), t− b+ 2ϵ);

ω

(
∂z′

∂θ
,
∂z′

∂t

)
= ω

(
dϕt ◦

∂z

∂θ
, dϕt ◦

∂z

∂t

)
+ ω

(
dϕt ◦

∂z

∂θ
,
∂ϕ

∂τ

)

= ω

(
∂z

∂θ
,
∂z

∂t

)
+ ω

(
dϕt

(
∂z

∂θ

)
,
∂ϕ

∂τ

)

=
∂x2
∂θ

+ ω

(
dϕt

(
∂z

∂θ

)
,
∂ϕ

∂τ

)

=
∂x2
∂θ

+ dHt ◦ dϕt

(
∂z

∂θ

)
=

∂

∂θ
(x2 +Ht ◦ ϕt ◦ z).

Define x′2 : S
1 × [b− 2ϵ, b− ϵ] → R to be

x′2(θ, t) = x2(θ, t) +Ht ◦ ϕt ◦ z(θ, t).

Then we have

x′2(θ, b− 2ϵ) = x2(θ, b− 2ϵ),
∂x′2
∂θ

=
∂

∂θ
(x2 +Ht ◦ ϕt ◦ z).

So L′ ⊂ R4
[b−2ϵ,b−ϵ] defined by the following parametrization

S1 × [b− 2ϵ, b− ϵ] → R2, (θ, t) 7→ (z′(θ, t), x′2(θ, t), t),

is a Lagrangian that we can attach to L ∩ R4
[a,b−2ϵ].

Now we want to build another Lagrangian L′′ ⊂ R4
b−ϵ,b such that L′′

b−ϵ =
L′
b−ϵ and L

′′
b = K2. So we need functions

z′′ : S1 × [b− ϵ, b] → R2, x′′2 : S1 × [b− ϵ, b] → R,

such that

z′′(θ, b− ϵ) = z′(θ, b− ϵ); z′′(θ, b) = w(θ);

x′′2(θ, b− ϵ) = x′2(θ, b− ϵ); x′′2(θ, b) = h(θ);

∂x′′2
∂θ

= ω

(
∂z′′

∂θ
,
∂z′′

∂t

)
.
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Assume that the isotopy ϕ is “fast” on τ ∈ [b− 2ϵ, b− ϵ] and we are very
“close” to the diagram we want to achieve. More concretely, we want that
z′b−ϵ = z′(θ, b− ϵ) to have the following properties:

1) Image of z′b−ϵ is in a neighbourhood of Im(w) such that for each arc
γ of Imz′b−ϵ \X(Imz′b−ϵ), the corresponding arc of w is graphical over
it. Here, X(Imz′b−ϵ) denotes the double points of z′b−ϵ.

2) For each sector S of area A cut out by w, the corresponding sector of
z′b−ϵ has area A

′ such that

sign(A−A′) = sign




∑

p positive corner ofS

δh(p)−
∑

p negative corner ofS

δh(p)


 .

Here, δh(p) = |h(θ1)− h(θ2)|, whenever w(θ1) = w(θ2) = p.

We may achieve this by controlling the speed of ϕx, that is, ∂ϕx

∂τ for each
x ∈ R2, by reparametrizing with respect to the τ ∈ [b− 2ϵ, b] coordinate of
the Hamiltonian H. The second property we always get as we assumed the
signs at corresponding corners of K1 and K2 are the same and x′2(θ, t) =
x2(θ, t) +Ht ◦ ϕt ◦ z(θ, t), implies δx2 = δx′2 as Ht is a function on R2 and
so, (see Lemma 2.7)

δx′2(p) = δx2(p, t) =
d

dt
area for all t ∈ [b− 2ϵ, b].

By the first assumption, for each continuous arc γ of z′b−ϵ \∆(z′b−ϵ)
we can take a neighbourhood Nγ and symplectomorphisms ψγ : Nγ →
Iγ × (−δ, δ) for some interval Iγ of appropriate length and δ > 0, where
γ is mapped to Iγ × {0} and the corresponding arc of w is mapped to
(p, ηγ(p)) ∈ I × (−δ, δ) for some function ηγ on Iγ because of the graphi-
cal assumption.

Denote by hγ1 , h
γ
2 : I → R functions such that when (p, 0) =

ψγ(z
′(θ, b− ϵ),

hγ1(p) = x′2(θ, b− ϵ), hγ2(p) = h(θ).

If we pick Hamiltonians Hγ
s : I × (−δ, δ) → R for s ∈ [b− ϵ, b], and γ arc of

z′b−ϵ \∆(z′b−ϵ) such that

Hγ
s (p, q) = Hγ

s (p), Hγ
0 = 0, hγ1 +Hγ

1 = hγ2 ,

and −

∫ 1

0

∂Hγ
s

∂p
(ψ(p, 0)(s))ds = ηγ(p),
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and consecutive Hγ match at end points, then the function

S1 × [b− ϵ, b] → R4

(θ, s) 7→ (ψ−1
γ ◦ ϕs ◦ ψγ ◦ z

′(θ, b− ϵ),

x′2(θ, b− ϵ) +Hγ
s ψγ ◦ z

′(θ, b− ϵ), s)

is the required L′′ parametrization. We can obtain such Hγ as the boundary
conditions and the derivatives are on different coordinates.

The assumption on the signs and the area means we can chooseHγ
s ’s such

that this is an embedding and there are no double points. We have to just
ensure that if hγ1(p1) > hγ1(p2)(resp. h

γ
1(p1) < hγ1(p2)) for p1, p2 endpoints

of some Iγ , then h1 +Hγ
s (p1) > h1 +Hγ

s (p2)(resp <) for all s ∈ [b− ϵ, b].
This is possible as the assumption on signs of K1 and K2 implies h2(p1) >
h2(p2)(resp <) whenever h1(p1) > h1(p2)(resp <).

Now we may use Lemma 2.4 to glue L ∩ R4
(−∞,b−2ϵ], L

′, and L′′ together
to get the required Lagrangian cobordism from K3 to K2. As relative exact-
ness is a condition on the topology of L and we do not change H2(R4, L) and
a(∂+L) = a(∂−L), relative exactness holds for the new Lagrangian also. □

Note that the above Lemma implies Lemma 2.5 if we allow K2 to be an
immersed link in R2, that is, we take the height function h ≡ 0. In that case
we get double points at y2 = b as before. In fact, the proof of Lemma 3.8
implies the stronger statement, Lemma 3.9. We still include the separate
proof of Lemma 2.5 as we are able to write down the Hamiltonian more
precisely.

Lemma 3.9. Suppose we have a Lagrangian cobordism L ⊂ R4
[a,b] with di-

agram of ∂+L equal to D2 and diagram of ∂−L equal to D1. Then we can
obtain a Lagrangian tangle L′ ⊂ R4

[a,b] such that diagram of ∂+L
′ equal to

D2 and diagram of ∂−L
′ equal to D1.

We are now ready to prove Lemma 1.2, except Part 3 of the partial
relation statement.

Proof of Lemma 1.2.

1) Well-definedness follows directly from Lemma 3.8.
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2) Transitivity follows by using Lemma 3.8 and Lemma 2.4. Suppose

[D1] ≺L1
[D2] and [D2] ≺L2

[D3],

that is, we have Lagrangian cobordisms L1 and L2 such that ∂−L1,
∂+L1, ∂−L2, and ∂+L2 have diagrams D1, D2, D2, and D3, respectively.
We are suppressing the notation for signs and areas. Lemma 3.8 implies
we can assume ∂+L1 = ∂−L2, and so we may glue L1 and L2 using
Lemma 2.4 to get [D1] ≺ [D3].

Now we prove the additional properties that make ≺ a partial order on
exact diagrams.

1) Recall that if we restrict to exact diagrams, that is, if the total signed
area bound by the diagram is zero, the relatively exact condition of
the Lagrangian cobordism means that it is weakly exact.

Suppose, if possible, [D] ≺ [D]. Then, by using Lemma 3.8
we may assume that there exists an exact Lagrangian L with
∂+L = τb−a(∂−L), where τc : R4 → R4 is given by (x1, y1, x2, y2) 7→
(x1, y1, x2, y2 + c).

Consider the quotient space R4/(z ∼ τb−a(z)). Then the image,
(L/ ∼), of the Lagrangian L under the quotient map gives a weakly
exact closed Lagrangian in (R4/ ∼) ≃ C× V , where V ≃ T ∗S1 with
the appropriate symplectic structure. By Lemma 2.4, we may as-
sume smoothness of (L/ ∼). As Π2(R4, L) ∼= Π2(R4/ ∼, L/ ∼), us-
ing the push forward of the quotient map, ω|Π2(R4,L) ≡ 0 implies
ω|Π2(R4/∼,L/∼) ≡ 0. So, (L/ ∼) is weakly exact in R4/ ∼.

On the other hand, such a weakly exact closed Lagrangian cannot
exist in a symplectic manifold of the type C× V with the product sym-
plectic structure by [9, Theorem 2.3.B1]. Hence, no such Lagrangian
cobordism exists.

2) Anti-symmetry follows by combining anti-reflexivity and transitivity.
Suppose we have two diagrams, [D1] ̸= [D2] with relations [D1] ≺L1

[D2] and [D2] ≺L2
[D1]. Then by first gluing L1 and L2 and then quo-

tienting by the appropriate translation we obtain a closed exact La-
grangian in T ∗S1 × C as in the proof of non-reflexivity, which is not
possible.

3) We show in Corollary 7.4 that, for 0 < A < B,

81+(A) ⊀ C+−+(A,B,B) and C+−+(A,B,B) ⊀ 81+(A). □
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3.2. Enriched knot diagram moves

In this section we describe moves akin to Reidemeister moves in knot theory
that can be achieved via Lagrangian cobordism. We include area conditions
so that it makes sense in the enriched knot diagram context. This section
is included for completeness and as a natural look at existence questions
alongside obstructions.

These moves almost completely appear in [12]. We add in area conditions
that are more global to the enriched knot diagram compared to the local
nature of moves described in [12], but everything described here follows from
[12]. Our diagrams appear to have the opposite signs to that of [12] because
Lin works with x2-slices of R4 and we work with y2-slices. So, we redraw all
the moves with our conventions. The arguments remain analogous.

Recall that we defined the area of an enriched knot diagram [D1] by
a(D1) = |

∫
D1
x1dy1|.

Proposition 3.10. Suppose we have enriched knot diagrams [D1, σ1,A1]
and [D2, σ2,A2]. Suppose {A1, A2, . . . , Ak} is the set of all areas of disks cut
out by D1. If the disk corresponding to Ai survives, that is, if there exists a
corresponding disk cut out by D2, denote the area of the corresponding disk
of [D2] by Ai + ϵi.

Then [D1, σ1,A1] ≺ [D2, σ2,A2] if the following conditions hold:

1) a(D1) = a(D2).

2) If ϵj < 0, then |ϵj | < Aj.

3) If a disk has only positive corners and survives, then ϵj > 0.

4) If a disk has only negative corners and survives, then ϵj < 0.

5) D2 differs from D1 by one of the moves in Figure 8 assuming D1

satisfies the area conditions written under the arrow.

Remark 5. The areas of disks cut out by D2 is determined by condition 1
and which moves were performed on D1 to obtain D2. For example, suppose
I ⊂ {1, . . . , k} is such that

∑

i∈I

Ai −
∑

i/∈I

Ai = a(D1).
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Figure 8: Enriched knot diagram moves. Compare with the combinatorial
moves on Lagrangian diagrams in [12, Figure 11].

Condition 1 implies, if we only performed R0, that is, if all the disks cut out
by D1 survived in D2, then

∑

i∈I

ϵi −
∑

i/∈I

ϵi = 0.
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Proof of Proposition 3.10. Let us suppose that D2 differs from D1 by one
of the moves described in Figure 8 that we refer to as M . We show that
we can construct a Lagrangian cobordism from D1 to D2 using Lemma 2.8.
For the move M = R0, this Lagrangian was described exactly in [12]. For
M different from R0, note that given the area conditions on D1, we can use
move R0 to enclose M within a disk of fixed radius. Then it is in the set
up on Lin’s moves. Thus, M = R2, R3, H1, and H2 are Lin’s R0 ◦R2 ◦R0,
R0 ◦R3 ◦R0, R0 ◦H1 ◦R0, and R0 ◦H2 ◦R0, respectively.

The birth and death moves M = D and B can be described as follows.
The functions

z(θ, t) = (t cos θ, 2t2 cos θ sin θ), h(θ, 0) = t sin θ

for r ∈ [0, T ], gives a birth move and

z(θ, t) = (t cos θ,−2t2 cos θ sin θ), h(θ, 0) = t sin θ

gives a death move D. This is not a unique description. As we have seen
before, the exact geometry of the movie is not unique. The moves R+

1 and
R−

1 follow from using a piece of the birth or death moves, respectively. □

4. Moduli spaces of holomorphic disks

Our main tool for studying Lagrangian cobordisms is holomorphic disks
that have boundary on Lagrangian tangles. In this section we define the
holomorphic functions we work with, and then review some standard notions
about moduli spaces of holomorphic curves See [15] (Chapter 5) and [1]. We
then show compactness holds in our set up.

We consider the complex structure (R4, i) obtained by identifying R4

with (C2, i). Let D := {z ∈ C||z| ≤ 1} be the closed unit disk. For any subset
of C, like the unit disk D, we get a complex structure on it as a subset of
C. We denote this sructure also by i. There should not be any confusion as
these are all essentially multiplication by the same i. We denote the open
unit disk by D◦ := {z ∈ C||z| < 1}. The boundary of the unit disk is denoted
by ∂D := {z ∈ C||z| = 1} = S1. Fix a Lagrangian tangle, L, in R4.

4.1. Holomorphic disks

Definition 4.1. A holomorphic disk with corners is a function u :
(D, ∂D) → (R4, L) such that the following conditions hold:
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• u is holomorphic on the interior of D, that is, u satisfies the Cauchy-
Riemann equation

du(p) ◦ i = i ◦ du(u(p))

for all p ∈ D◦.

• There are finitely many distinct points z1, . . . , zm ∈ ∂D, known as
marked points that are mapped to double points of L and where
∂u jumps from one leaf of L to another. The images of these points
are called corners of u.

• In the complement of the corner points u is C2-regular.

• u is an immersion.

We denote by ∂u the restriction of u to the boundary ∂D of the disk D. We
can orient ∂u with the anti-clockwise orientation on ∂D, which is also the
complex orientation.

We make the assumption that at each marked point the disk jumps
between leaves of L because we do not allow marked points where u is
smooth. Note that unless ∂u jumps leaves at a marked point, it would be
a smooth point. See the discussion about the trace operator in the proof of
Lemma 6.12 for a proof.

Definition 4.2. As in Definition 4.1, we may define holomorphic disks with
corners taking values in R2 that have boundaries on any smooth curve. Given
a diagram (D, σ,A), we say a holomorphic disk with corners u : (D, ∂D) →
(R2,D) such that each corner point of u is a double point of the diagram
D is a disk bound by the diagram. We say it is a disk bound by the
pair ((D1, σ1,A1), (D2, σ2,A2)) if it is a disk bound by (D1, σ1,A1) or by
(D2, σ2,A2).

Note that the area of a disk u bound by a diagram is the sum of the
areas of disks cut out by the diagram that together make u, counted with
the appropriate sign and multiplicity.

Definition 4.3. Suppose L is a Lagrangian tangle in R4 (Definition 1.5).
A horizontal disk is a holomorphic disk with corners whose image lies
completely in a complex plane R2

c for some c ∈ R.
For this paper, we only consider horizontal holomorphic disks with con-

vex corners.
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A holomorphic disk with corners will be horizontal if Im(∂u) ⊂ ∂+L or
Im(∂u) ⊂ ∂−L, see Lemma 6.8 for a proof.

We get signs at the corners of a horizontal disk just by assigning the sign
of the corner as per the diagram of ∂+L or ∂−L. We would like to extend
this notion of corner sign to all holomorphic disks in a way that is useful in
describing broken disks in moduli spaces. Recall that at each double point
q ∈ ∆L ⊂ ∂L, the Lagrangian has an higher leaf Lh, and a lower leaf Ll.

Definition 4.4. Let u : (D, ∂D) → (R4, L) be a holomorphic disk with cor-
ner q ∈ ∆(L). If ∂u traverses the leaf Lh first and then Ll, we say that u
has positive sign at q. Otherwise, we say u has negative sign at q. More
explicitly, just as in the definition of enriched knot diagram coming from a
knot K, let us denote by lim∂u→q− x2 the limit of x2-values as we approach
q along the boundary ∂u. Similarly, let lim∂C→q+ x2 denote the limit in the
reverse direction. Then we assign

signq(u) = −1 if lim
∂u→q−

x2 < lim
∂u→q+

x2, and

signq(u) = 1 if lim
∂u→q−

x2 > lim
∂u→q+

x2.

If u is an immersed disk, it may pass through q multiple times, but
always in the same direction. So, this is well-defined.

If u is a horizontal disk, the signs are part of the information of the
enriched knot diagram of ∂−L or ∂+L, whichever u has boundary on. A
horizontal disk can have both positive and negative signs at corners. On the
other hand, we show in Lemma 6.14 that non-horizontal disks can have only
positive signs at the upper boundary and only negative signs at the lower
boundary of a Lagrangian tangle.

4.2. Stable disks

A tree is a connected graph without cycles. We think of a tree as a finite
set T of vertices along with a relation E ⊂ T × T on T such that α, β ∈ T
are related, that is, αEβ, if and only if they are connected by an edge. An
m-labeling Λ of T is a function

Λ : I → T

i 7→ αi,
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where I = {1, . . . ,m}. Such an m-labeling partitions I into disjoint subsets

Λα = {i ∈ I|αi = α}.

Figure 9: (a) Stable disk modelled on tree T , (b) Tree T .

Definition 4.5 (Stable Disks). Let n ≥ 0 be a non-negative integer.
Let (T,E,Λ) be an n-labelled tree. A stable holomorphic disk with
m marked points (modelled over (T,E,Λ)), or simply a stable disk,
is a tuple

(u, z) = ({uα}α∈T , {zαβ}αEβ , {αi, zi}1≤i≤m),

consisting of a collection of holomorphic disks with corners uα : (D, ∂D) →
(R4, L) labelled by vertices α ∈ T , a collection of nodal points zαβ ∈ ∂D
labelled by the oriented edges αEβ, and a sequence of m marked points
z1, . . . , zm ∈ ∂D, such that the following conditions are satisfied.

• (NODAL POINTS) If α, β ∈ T with αEβ, then uα(zαβ) = uβ(zβα).
The set of nodal points on the α-disk is denoted by

Zα = {zαβ |αEβ}.

• (SPECIAL POINTS) For every α ∈ T the nodal points zαβ and the
marked points zi (for αi = α) are pairwise distinct. These are called
special points. We denote the set of special points on the α-disk by

Yα = Zα ∪ {zi|αi = α}.
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• (STABILITY) If uα is constant function then #Yα ≥ 3.

• (HOLOMORPHICITY) The maps uα are holomorphic on the comple-
ment of the special points, i.e.

uα|D\Yα
: D \ Yα → R4

is holomorphic.

(Compare with [15, Definition 5.1.1].)

We exclude marked points on the interior of any disk because they would
only arise if we allowed sphere bubbles and sphere bubbles cannot form inside
R4, as H2(R4) = 0.

The domain of each of the maps uα is the closed unit disk D = {z ∈
C||z|2 ≤ 1}. We fix the holomorphic structure on the domain as the one
coming from the standard complex structure on C. The domain of the stable
holomorphic map (u, z) can be represented as the quotient

Σ = T × D/ ∼

where the equivalence relation on T × D is given by (α, z) ∼ (β,w) if and
only if either α = β and z = w or αEβ and zαβ = wβα. The domain Σ gets
the quotient holomorphic structure which we denote by jΣ. We denote the
map with domain Σ by u : Σ → R4

Let us denote the set of singularities of Σ, namely the nodes, by si(Σ).
We will be considering domains Σ that have genus zero, by which we mean
that the double Σ ∪∂Σ Σ̄ is a genus 0 compact Riemann surface whose only
singularities are nodes. Equivalently, this means that there is a deformation
(in the sense of Hummel [11, Chapter V, Section 1] ) f : D → Σ that is a
continuous surjective map with the following properties.

1) The preimage f−1({z}) of each singular point, z ∈ Σ, is an arc with
end points on ∂D.

2) f |D\f−1(siΣ) is a diffeomorphism onto Σ \ si(Σ).

In [11], they allow the preimage f−1({z}) of a singular point z ∈ Σ to also
be a simple closed loop, but we need not consider that case because we do
not have sphere bubbles.

Recall that, i and ω define a Riemannian metric on R4 as i is compatible
with the symplectic structure ω. This metric is equal to the standard Rie-
mannian metric. Using this, we define the energy of a jΣ-holomorphic curve
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u : (Σ, ∂Σ) → (R4, L) defined on a compact Riemann surface with boundary
(Σ, jΣ, dvolΣ), where the boundary is mapped to a Lagrangian L, to be

E(u) :=
1

2

∫

Σ

|du(z)|2dvolΣ =

∫

Σ

u∗ω.

Hence, the energy of a jΣ-holomorphic curve defined on a closed Riemann
surface with boundary, if the boundary is mapped to a Lagrangian, is a topo-
logical invariant. If (u, z) is a holomorphic disk tree we denote the energy
of u

E(u) =
∑

α∈T

E(uα).

Thus, the energy E(u) of u vanishes if and only if all the maps uα are
constant.

4.3. Boundary data and corner points

In the case the Lagrangian is embedded we can take appropriate isomor-
phism classes of (u, z) to define moduli spaces. In our case, the Lagrangian
is immersed. So, one needs to keep track of some extra information. In this
section, we repeat a small construction from [1, Section 4] with simplifying
assumptions that suffice for our purposes.

For (u, z) as above we would like to think of ∂Σ as a smooth circle,
but this is not true if Σ has nodes and Im(u) contains points of ∆(L).
Let S1 = {z ∈ C : |z| = 1} be the unit circle in C with the anti-clockwise
orientation. The boundary of ∂Σ has the orientation induced by the complex
structure of each copy of the disk D, and there is a continuous and orientation
preserving map l : S1 → ∂Σ unique up to reparametrization such that

• the inverse image of a singular point, that is each node, of ∂Σ consists
of two points;

• the inverse image of a smooth point of ∂Σ consists of one point.

The main observation here is that we can define this map by following
along the boundary ∂Σ, and at each singular point making the choice of
branch that is consistent with the orientation. We also need to make sure
we do not miss any part of ∂Σ. Write ζi := l−1(zi) for marked points zi,
i = 1, . . . ,m.
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For a stable disk, (u, z), as above, u ◦ l is a continuous map S1 → L.
Recall that for any immersed Lagrangian, L, there exists an immersion ι :
L̃→ R4 from a surface L̃ with image ι(L̃) = L. The map u ◦ l can not always
be lifted locally to a continuous map ū : S1 → L̃ with ι ◦ ū ≡ u ◦ l. For a
point q ∈ ∆(L) ⊂ R4 we have ι−1(q) = {q+, q−}, that is, there are two points,
q+ ̸= q−, in L̃ that map to one point q under the immersion ι, and L has two
sheets near q that are the images under ι of disjoint open neighbourhoods
of q+ and q− in L̃.

If u ◦ l(ζ) = q for some ζ ∈ S1, it may be the case that u ◦ l jumps at ζ
from one sheet of L to another near q in R4. Then u ◦ l cannot be lifted to
a continuous map ū : S1 → L̃ near ζ, since ū would have to jump discontin-
uously between q+ and q− near ζ. We make the following definition so that
we can keep track of such jumps.

We consider (u, z) in which u ◦ l jumps at zi between two sheets of ι(L)
in this way for all i ∈ {1, . . . ,m}.

Definition 4.6. (Stable disks with corners) Let L be an immersed La-
grangian coming from immersion ι : L̃→ R4. Define R to be the set of or-
dered pairs (q−, q+) ∈ L̃× L̃ such that q− ̸= q+ but ι(q−) = ι(q+). Fix a map
λ : {1, . . . ,m} → R. Consider a tuple (u, z, λ, l, ū), where (u, z) is a stable
disk as in Definition 4.5, l : S1 → ∂Σ is a continuous and orientation pre-
serving map as above, and ū : S1 \ {z1, . . . , zm} → L̃ is a continuous map,
satisfying the following conditions:

• z1, . . . , zm are ordered anti-clockwise on S1;

• ι ◦ ū ≡ u ◦ l on S1 \ {z1, . . . , zm}; and

• (limθ→0− ū(eiθzi), limθ→0+ ū(eiθzi)) = λ(i) in R for all i ∈ {1, . . . ,m}.

Such a tuple (u, z, λ, l, ū) is called a stable map with corners. (Compare
with [1, Definition 4.2].) Notice that we are only specifying what happens at
the marked points of u. At the nodes, a priori we might get a jump between
leaves, but they do not appear because of how l was chosen.

Note that we could have that u ◦ l jumped leaves of L only at some of the
marked points. This is the case in [1, Definition 4.2]. In that case we would
consider λ : I → R for some I ⊂ {1, . . . ,m} and refer to zi for i ∈ I as pre-
corner points. For our case, we only consider the case when I = {1, . . . ,m}.
So, we drop the name pre-corner point and call them marked points.
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4.4. Reparametrization groups

Definition 4.7. Two stable disks, (u, z) and (ũ, z̃), modelled over trees, T
and T̃ , respectively, are called equivalent if there exists a tree isomorphism,
f : T → T̃ , and a function, T → G := Aut(D), α 7→ ϕα, which assigns to each
vertex an automorphism of the disk, such that

ũf(α) ◦ ϕα = uα, z̃f(α)f(β) = ϕα(zαβ), z̃i = ϕαi
(zi).

We can think of f as a map that assigns to each ϕα ∈ Aut(D) its target
disk, Df(α), and ϕα is a map, ϕα : Dα → Df(α). (Compare with [15, Definition
5.1.4].)

Note that by our definition, if we have a holomorphic disk with corners,
the tree that it is modelled on is a single vertex {v}. So, f : {v} → {v} is
the identity map and the only information for equivalence is the element
ϕ ∈ AutD such that

ũ ◦ ϕ = u, ϕ(zi) = zi.

If the number of marked points is high, namely greater than or equal to 3,
the identity map D → D is the only candidate for ϕ.

For every tree, T , there is an associated group, GT , that acts on the set
of stable disks modelled on T and whose orbit space is the corresponding
set of equivalence classes. The elements of GT are tuples

g = (f, {ϕα}α∈T ),

where f is an automorphism of T such that

Λα = Λf(α) and ϕα ∈ Aut(D) for α ∈ T.

The group operation is given by composition,

g′ · g = (f ′ ◦ f, {ϕ′f(α) ◦ ϕα}α∈T ).

We would like to consider the subgroup of G that is compatible with the
corner points and boundary data.

Definition 4.8. Two stable disks with corners (u, z, λ, l, ū) and
(u′, z′, λ′, l′, ū′) (where the corresponding stable disks (u, z) and (u′, z′) are
modelled over trees T and T ′ respectively) are called equivalent if all of
the following conditions hold:
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• (u, z) and (u′, z′) are equivalent as stable disks and the equivalence is
given by some (f, {ϕα}α∈T ) ∈ GT ;

• there exists an orientation preserving homeomorphism ϕ̄ : S1 → S1

such that

ϕα ◦ l = l′ ◦ ϕ̄ on S1 \ {z1, . . . , zm} ∩ Dα, and

ū′ ◦ ϕ̄ = ū on S1 \ {z1, . . . , zm}.

(Compare with [1, Definition 4.2].)

4.5. Definition of moduli spaces

Fix a relative homology class, A ∈ H2(R4, L;Z), and a map, λ :
{1, . . . ,m} → R. A stable disk with m-marked points (u, z) is said to rep-
resent the class A if

A =
∑

α∈T

uα∗[D],

where [D] ∈ H2(D, ∂D;Z) is the fundamental class. Note that the energy
of the stable curve, E(u), depends only on the class, A ∈ H2(R4, L;Z), it
represents.

We denote the moduli space of unparametrized disks in the class
A with m marked points by

Mm(A;L) = {(u, z) stable holomorphic disk with

m marked points that has boundary on L}/ ∼

where ∼ is the equivalence defined in Definition 4.7. Similarly, we get mod-
uli space of unparametrized disks in the class A with m corners
by

Mm(A, λ;L) = {(u, z, α, l, ū) stable holomorphic disk that has boundary

on L and m corners labelled by λ}/ ∼

where ∼ is the equivalence in Definition 4.8. (Compare this definition of M
with definitions in [15, Section 5.1].) We sometimes denote elements just
by [u, z] or [u, z1, . . . , zm] for z = (z1, . . . , zm), but α, l, and ū are always
included in the given information.
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For each labelled tree, T = (T,E,Λ), and homology class, A ∈
H2(R4, L;Z), we denote the equivalence classes of stable disks modelled on
T and representing A by

MT (A;L) = {(u, z) ∈ Mn(A)|modelled on T}/GT .

Note that the spaces MT (A;L) correspond to decompositions of A into

A =
∑

α∈T

Aα

of integral relative homology classes.
If there is only one Lagrangian in the discussion, then we drop the L

from the notation as well. We sometimes use a representative holomorphic
disk to “define” the moduli space. What we mean is, suppose we have (u, z),
a particular fixed holomorphic disk with corners in ∆(L). Then, u gives us a
homology class A := [u] ∈ H2(R4, L) and also a map λ : {1, . . . ,m} → ∆(L),
namely, λ(j) = u(zj). We denote

M(u) := Mm(A, λ).

We sometimes refer to this moduli space as the space of variations of u.
Let us denote by M(u), M(A, λ), the corresponding moduli space with

only genuine holomorphic disks with corners.

4.6. Gromov convergence

Suppose X is a compact subset of D. A sequence of maps vν : D → R4 is said
to converge u.c.s. (uniformly on compact sets) on D \X to v : D → R4 if
it converges to v in the C∞-topology on every compact subset of D \X.

For a tree T and α, β ∈ T the interval [α, β] ⊂ T denotes the set of
vertices along the path of edges connecting α and β. When αEβ, we denote
by Tαβ the subtree containing β after removing the edge connecting α and
β, i.e. Tαβ := {γ ∈ T |β ∈ [α, γ]}. If u is a stable disk modelled on T with
αEβ, we denote

mαβ(u) :=
∑

γ∈Tαβ

E(uγ).
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Figure 10: (a) Stable disk modelled on subtree T32 is encircled by dotted
lines, (b) Subtree T32.

Definition 4.9. (Gromov convergence) Let

(u, z) = ({uα}α∈T , {zαβ}αEβ , {αi, zi}1≤i≤m)

be a stable disk and let uν : (D, ∂D) → (R4, L) be a sequence of holomor-
phic maps with m distinct marked points zν1 , . . . , z

ν
m ∈ ∂D. The sequence

(uν , zν) = (uν , zν1 , . . . , z
ν
m) is said to Gromov converge to the Gromov

limit, (u, z), if there exists a sequence of sets {ϕνα}
ν∈N
α∈T of disk automor-

phisms ϕνα ∈ AutD, such that the following hold:

• (MAP) For every α ∈ T the sequence uνα := uν ◦ ϕνα : (D, ∂D) →
(R4, L) converges u.c.s. to uα on D \ Zα.

• (ENERGY) If αEβ, then

mαβ(u) = lim
ϵ→0

lim
ν→∞

E(uνα;Nϵ(zαβ))

where E(uα;Nϵ(zαβ)) =
∫
Nϵ(zαβ)

(uνα)
∗ω is the energy of uνα concen-

trating in an epsilon neighbourhood around zαβ in D. As zαβ ∈ ∂D,
Nϵ(zαβ) := D ∩Bϵ(zαβ) for the ball, Bϵ(zαβ), of radius ϵ around zαβ
in C.

• (RESCALING) If αEβ, then the sequence ϕναβ := (ϕνα)
−1 ◦ ϕνβ con-

verges to zαβ u.c.s. on D \ {zβα}.

• (MARKED POINTS) zi = limν→∞(ϕναi
)−1(zνi ) for i = 1, . . . ,m.

It can be shown that for a given sequence, the Gromov limit limit is
unique. Gromov convergence defines a Hausdorff topology on Mm(A, λ)
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called the C∞-topology. We do not include a proof of Hausdorffness here
but proofs of similar statements can be found in [15, Section 5.4].

4.7. Gromov compactness

Theorem 4.10 (Gromov compactness). Let L ⊂ R4
[a,b] be a Lagrangian

tangle. Fix m ∈ Z, A ∈ H2(R4, L), and a map λ : {1, . . . ,m} → ∆(L). Then,
the moduli space Mm(A, λ;L) with the C∞-topology is compact.

Proof. It is sufficient to show sequential compactness. Let uν : (D, ∂D) →
(R4, L) be a sequence of holomorphic disks with marked points zν =
(zν1 , . . . , z

ν
m), where (zν1 , . . . , z

ν
m) is a sequence of m-tuples of pairwise dis-

tinct points on ∂D, with uν(zνi ) to be double points of L. Then, (uν , zν) has
a Gromov convergent subsequence.

This is essentially the same compactness as in [1, Section 4.1], but our
Lagrangian has boundary (with transverse double points) and the ambient
manifold is not compact. However, we can adapt their argument to our
situation as follows.

To apply the compactness results by M. Akaho and D. Joyce in [1,
Section 4.1], we first extend our Lagrangian by attaching small collars to
∂+L and ∂−L as in Lemma 3 to get a slightly larger Lagrangian, L′ ⊃ L,
with the same set of double points. In particular, we have L′ ∩ R4

[a,b] = L.

We denote by M(A, λ;L′) the moduli space of stable disks with corners
that have boundary on L′. Note that {[u, z] ∈ M(A, λ;L′)|Im(u) ⊂ R4

[a,b]} =

M(A, λ; L). Now, we argue that if we restrict our attention to those elements
ofM(A, λ;L′) that have image in R4

[a,b], we get a sequentially compact space.

Consider sequence [(uν , zν)] ∈ M(A, λ;L). Note that

Im(∂uν) ⊂ L ⊂ R4
[a,b] := {a ≤ y2 ≤ b}

implies, by the maximum principle for harmonic functions, Im(uν) ⊂ R4
[a,b]

and therefore the entire sequence of holomorphic disks have image outside an
ϵ-neighbourhood of ∂L′ for some ϵ ≥ 0. As, L is the image of a compact sur-
face with boundary, it is contained in a compact set. In particular, there ex-
ists ai, bi ∈ R for i = 1, . . . , 4 such that L ⊂ K = [a1, b1]× · · · × [a4, b4] and
all of the uν have image insideK. These two observations say that arguments
for compactness carried out in [1] or [13] will carry through and [uν , zν ] has
a convergent subsequence with limit in M(A, λ;L′). As, convergence in the
Gromov sense also gives convergence of the images, the limit will also have
image within R4

[a,b] and therefore be contained in M(A, λ;L). □
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5. Dimension calculations and automatic transversality

In this section, we cover some analytical results regarding the moduli spaces
M(u) we defined. For this section let L ⊂ R4

[a,b] be a Lagrangian tangle.

5.1. Dimension calculations

In this section, we recall index counts for holomorphic disks with corners
from Suppose u is a horizontal disk (Definition 4.3). Then, the tangent bun-
dle of u is canonically identified with C× {0} ⊂ C× C ≃ u∗(TR4). So, the
normal bundle is canonically identified with {0} × C ⊂ C× C. The real line
bundle TL along ∂D also splits into TL = T 1L× T 2L, where T 1L = π1(TL)
and T 2L = π2(TL) for πj : R4 → R2, (x1, y1, x2, y2) 7→ (xj , yj). The Maslov
index of the bundle pair (C, T2L) is called the normal Maslov index, µ2.
Note that the path T 2L|u(θ) for θ ∈ S1 = ∂D in the Lagrangian Grassma-
nian is discontinuous at each marked point as the boundary jumps between
leaves of the Lagrangian. We make the path T 2L|u(θ), θ ∈ S1 continuous
by adding the “canonical short path” that is obtained by rotating in the
clockwise (negative Kähler) direction. To get µ2, we count the number of
half-rotations of T 2L (after completing using the canonical short paths) as
we go along ∂u in the orientation given by the complex structure, that is,
anticlockwise on ∂D.

We are considering the dimension of the moduli space, M(u), of un-
parametrized holomorphic disk with corners. The (virtual) dimension of the
moduli space defined in 4.5 is given by

dimM(u) = µ2(u) + 2− b− 2g.

See, for example, [10, Equation (2)]. In our case, b is the number of boundary
components, hence b = 1. Genus is g = 0 as we are working with disks. So

dimM(u) = µ2(u) + 1.

In the case of Lagrangian tangles, we can track the rotation of T 2L
along the boundary of a disk explicitly. We can assume for simplicity of
calculations that at each self-intersection point in ∂+L, T

2Lh (the normal
direction for the higher leaf) is spanned by ∂y2 and T 2Ll is spanned by
∂y2 + ∂x2

. This is equivalent to assuming we have a parametrization like 1
in Section 2.3 with a standard collar near ∂+L (see Remark 2) and as we
increase y2 = t, the top leaf is stationary and the bottom leaf moves up to
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meet the top leaf. In general, T 2Ll is spanned by some vector in the first
quadrant, but that does not change our calculations as we close up the path
using canonical short paths. Similarly, T 2Lh may be spanned by ∂y2 + ∂x2

or
any vector in the second quadrant but this does not change the calculated
number in the end. Further note that, along each of the continuous arcs
of ∂u, T 2L is never parallel to x2-axis as we assume that L intersects R3

t

transversely for b− ϵ < t ≤ b, for small ϵ > 0 (see Definition 1.5).
These assumptions give us that we can calculate µ2 by referring to the

following tables:
If the boundary of u, Im(∂u) ⊂ ∂+L:

For every path running from to add

negative corner negative corner −1
negative corner positive corner −1

4
positive corner positive corner 0
positive corner negative corner −3

4

For example, if we go from a positive corner to a positive corner in ∂+L, we
go from a higher leaf to a lower leaf adding a rotation of 1

4 . Then we add
the rotation from the canonical short path at the terminal corner to add an
additional −1

4 . This leaves us with a total of 0. The rest of the calculations
are similar.

For an intersection point in ∂−L, all the computations are mirrored. We
may assume that T 2Lh is spanned by ∂x2

+ ∂y2 and T 2Ll by ∂y2 . This is
same as assuming that the lower leaf remains stationary with respect to y2
near the intersection point and the higher leaf moves away by moving up
in x2. Similarly to the ∂+L case, T 2L is never parallel to the x2-axis as L
intersects R3

t transversely for a ≤ t < a+ ϵ. So, if Im(∂u) ⊂ ∂−L:

For every path running from to add

negative corner negative corner 0
negative corner positive corner −3

4
positive corner positive corner −1
positive corner negative corner −1

4

It is clear from the above tables that for any holomorphic disk with
corners, u, with ∂u ⊂ ∂+L, a negative corner adds at least −1 to the vir-
tual dimension. Whereas, if u had all positive corners, the virtual dimension
dim(M([u]; q1, . . . , qm)) = 1 as µ2 = 0. Similarly, if ∂u ⊂ ∂−L, then any pos-
itive corner decreases the virtual dimension from 1 by at least 1, and if u
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has all negative corners, then dim(M([u]; q1, . . . , qm)) = 1. This gives us the
following lemma:

Lemma 5.1. Suppose u is a horizontal holomorphic disk with corners, that
has boundary on a Lagrangian tangle L.

• If ∂u ⊂ ∂+L, then dimM(u) = 1 if and only if u has all positive cor-
ners.

• If ∂u ⊂ ∂−L, then dimM(u) = 1 if and only if u has all negative cor-
ners.

We also need to keep track of the total Maslov index, namely, the
Maslov index of the bundle (u∗TR4, u∗L). For horizontal disks, keeping in
mind the above discussed splitting, we refer to the Maslov index of the
tangent bundle (R2, T 1L) as µ1. This records the number of half rotations
of the tangent of ∂u. Note that, if we have m corner points, this number
is always 2−m. The total Maslov index, denoted by µ(u), is obtained by
taking Maslov(∂u) +m, where Maslov(∂u) = µ1 + µ2 in our notation (see
[5, Section 2.1]). Notice that the two contributions of m cancel each other
out and we get that

µ(u) = µ2(u) + 2.

For a sanity check, let us compute the expected dimension of M(u) using
µ(u). From [5, Section 2.1],

dimM(u) = (n− 3) + µ(u) = (2− 3) + µ2(u) + 2 = µ2(u) + 1,

which matches our earlier calculations using the normal bundle.

5.2. Automatic transversality

In this section we extend the arguments in [10] to the case of holomorphic
disks with corners, to get transversality. For this section, we do not really use
the Lagrangian tangle structure of L. In fact, all results in this section hold if
L is an immersed Lagrangian with only transverse double point singularities.

First, we formalize the idea that nearby holomorphic disks are holomor-
phic sections of the normal bundle. This is similar to [10, Section 1], with
changes to account for the presence of corners in the boundary in our case.
Second, in Section 5.2.1, we discuss how the normal bundle we defined has
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a complex structure. Then we state the main theorem of this section, The-
orem 5.2, which is automatic transverality in the presence of corners. Then,
in Section 5.2.2, we discuss how we can obtain a smooth bundle pair relevant
to the problem by adjusting the bundle over the corners. Finally, We prove
Theorem 5.2 in Section 5.2.3.

An unparametrized regular holomorphic disk with corners in R4 that has
boundary on L is a real immersed surface of genus zero and one boundary
component, Σ ⊂ R4 of class C0 that is C2 on Σ̃ := Σ \ {q1, . . . , qm}, with
∂Σ ⊂ L, and qi ∈ ∂Σ ∩∆(L), such that the tangent space at each point
z ∈ Σ̃ is J-invariant. To simplify notation, we assume Σ is embedded. Let us
denote by ∂Σ̃ := ∂Σ ∩ Σ̃. Note that Definition 4.1 gives us a parametrized
holomorphic disk with corners.

If Σ is such a disk, then J induces on T Σ̃ an integrable almost complex
structure j, that is, a Riemann surface structure on Σ̃ such that the identity
map from Σ̃ to R4 defines a parametrization of the holomorphic curve with
Lagrangian boundary and corners, that is, it satisfies df ◦ j = J(f) ◦ df on
points of Σ̃ and ∂Σ ⊂ L.

Let us now fix such a curve Σ0 with corners q1, . . . , qm ∈ ∆(L) and denote

Σ̃0 := Σ0 \ {q1, . . . , qm}.

By the tubular neighbourhood theorem, we can identify R4 near Σ̃0 (as a
differential manifold) with the normal bundle N = TΣ̃0

R4/T Σ̃0. Note that

here we are defining T Σ̃0 on the boundary points by taking the vector space
spanned by the half-space of tangent vectors to Σ0. Then, N is a complex
line bundle over Σ̃0. Here the tubular neighbourhood of Σ0 is not really an
open neighbourhood of Σ̃0, as Σ0 has boundary. For points of the boundary
the tubular neighbourhood does not include a ball around it, instead only
half-balls are included.

We get a totally real subbundle of N |∂Σ̃ given by

F := T∂Σ̃0
L/T (∂Σ̃0) = TL ∩N∂Σ̃0

.

Here intersection means the image of TL under the projection TV → N
coming from the identification N = TV/T Σ̃. This is a real line bundle along
∂Σ̃0 that cannot be extended to ∂Σ0 as the boundary jumps from one leaf
of the Lagrangian to another at the corners.

Every (real) surface that is C1-close to Σ0 and belongs in M(Σ0) can
be seen as the graph of a C1-small section ϕ ∈ Γ(N) that has zeroes at
q1, . . . , qm and ϕ|∂Σ0

∈ Γ(F ). In fact, there exists a1, . . . , aj > 0 such that
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near the corner qj ,

ϕ(z) = expqj ξ(z)

where ξ(z) ∈ Lpk,aj (TqjR
4). Here ξ ∈ Lpk,aj (TqjR

4) if ξ converges in the norm

||ξ||k,p,a := ||eaξ||k,p

where ea(z) = eaτ(z) for z 7→ (t(z, )τ(z)) identifying a deleted neighbourhood
of qj with [0, 1]× [0,∞), limτ→∞(t(z), τ(z)) = qj uniformly in t (See [8]).

Let a = (a1, . . . , am) and W k,p
a (N,F ) denote W k,p-sections of (N,F ) with

the above convergence property at each qj , j = 1, . . . ,m. Assume k > 1 and
p > 2 guaranteeing W k,p ⊂ C0.

In particular, Σ0 is identified with the zero section. From now on we
restrict our attention to the tubular neighbourhood of Σ0 and therefore,
assume V = N .

Fix z1, . . . , zm ordered anti-clockwise on ∂D. Let us pick a parametriza-
tion of Σ,

u : D → Σ

with u(zi) = qi. Denote D̃ := D \ {z1, . . . , zm}. Then we get a bundle u∗N →
D̃ by pulling back the normal bundle N → Σ via u. The total space of u∗N
gets a C∞ almost-complex structure by pulling back the complex structure
on TN from Rn, via u.

5.2.1. Complex structure on the normal bundle. In this section we
discuss the complex structure on the bundle u∗N → D̃ for which F is totally
real. Let us fix a connection ∇ on TN compatible with J . We may take the
standard connection on R4 = C2. Using the decomposition TN = TΣ0 ⊕N
into horizontal and vertical subspaces, we define

J0(n) =

(
j(x) 0
0 i

)

where x ∈ Σ0 is the projection of n, j is the (integrable) complex structure
on TΣ0 and i is the fiberwise complex structure on N . On Σ0 we have
J = J0, and near Σ0, we can write J(n) = Φ(n)−1J0(n)Φ(n) where Φ(n) is
an automorphism of TN equal to the identity on Σ0. This complex structure
can be pulled back to the trivial bundle C× D̃ by taking J(v) = J(u∗(v))
and j(z) = j(u(z)) for all v ∈ C× D̃ and z ∈ D̃. We again denote this by
(N,F ) → D̃.
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As shown in [10, Section 1], there is an operator ∂̄u going from an open
subset U ⊂W k,p

a (N,F ) containing the zero section to Ω0,1(N,F ), and is
given by

∂̄u(ϕ) = P (ϕ) ◦ j − i ◦ P (ϕ)(4)

where P : TΣ0 → N . Zeroes of this section are the nearby holomorphic
curves in the moduli space M(u). By nearby we mean any elements with
image in the tubular neighbourhood, N . Let us denote the linearization of
∂̄u as Lu. We consider it as an operator

Lu :W 1,p
a (N,F ) → Lp(Ω0,1(N,F )).

This linearization of the equation for holomorphic curves is the usual lin-
earization, but now it acts only on sections that have boundary values lying
in F and appropriate zeroes at zi’s. It is elliptic, thanks to the Lagrangian
boundary conditions, with index given by

ind(Lu) = µ2 + 2− b− 2g = µ2 + 1,

where µ2 is the Maslov index of the bundle pair (N,F ), that is, the nor-
mal Maslov index as in the previous section. Here, b = 1 is the number of
boundary components and g = 0 is the genus of Σ0.

Theorem 5.2. If µ2(u) ≥ −1, then Lu is surjective. Thus, the space of
holomorphic disks with corners, (Σ, ∂Σ) ⊂ (R4, L), near (Σ0, ∂Σ0) and with
the same corners as Σ0 is a manifold of dimension µ2 + 1.

5.2.2. Smoothing the bundle. In this section we construct another
complex line bundle pair (E,G) on (D, j) with a generalized ∂̄-operator
that we may think of as the ∂̄-operator for a different complex structure
j on D such that we get an isomorphism between holomorphic sections of
this bundle and our original normal bundle, u∗(N,F ) → D̃. We call this a
“smoothing” because we are changing the bundle in such a way that the
real line bundle u∗F along the boundary ∂D “becomes” continuous over all
points.

The main idea here is to reparametrize the bundle locally near the cor-
ners such that the Lagrangian lines have the same limit from both sides
at a marked point. Suppose the Lagrangian near a double point was given
by L1 ∪ L2, for L1 = {y1 = 0, y2 = 0} and L2 = {x1 = 0, x2 = 0}, and our
holomorphic corner is the first quadrant in C× {0}, that is, I = {y2 = x2 =
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0, x1 ≥ 0, y1 ≥ 0}. We can apply the logarithm log to see our corner as the
strip (−∞, 1]× [0, π2 ]. Simultaneously, we can apply the derivative of log,
multiplication by 1

z on each fiber. Along the y1-axis boundary of I, rotating
by 1

z makes

lim
iy1→0

1

iy1
(T(iy1)L2) = lim

iy1→0

1

iy1
{x1 = x2 = y1 = 0}

= {x1 = y1 = y2 = 0} = lim
x1→0

1

x1
(T(x1)L2).

So now, at the marked point 0, both limits of TL2 match. So, we can extend
the Lagrangian line bundle along the boundary to the corner point.

We want to do a similar construction at each corner of Σ. Recall the
notation T 1L1, T

1L2 denote the projections of the tangent spaces TL1, TL2

to the tangent bundle of Σ, and T 2L1 and T 2L2 projections to the normal
bundle. At any of the marked pints, zj ∈ ∂D, the real subbundle u∗F has
two limits coming from either side. Let us denote

u∗F j1 := lim
t→0−

u∗Fzjeit , u
∗F j2 := lim

t→0+
u∗Fzjeit .

By restricting u to the boundary ∂D with the anti-clockwise orientation
we get a parametrization of ∂Σ0 that we denote by l. We denote the
parametrization in the opposite direction by l̄. Note that l is not differen-
tiable at the points z1, . . . , zm. We denote by l′(zj) the one-sided derivative
of the part of l starting at zj , that is, of l|[zj ,zjeiδ) for some small δ > 0.
Similarly, l̄′(zj) is the derivative of l̄|(zje−iδ,zj ] at zj . Let

vj1 =
l′(zj)

||l′(zj)||
, vj2 =

(−l)′(zj)

||(−l)′(zj)||
.

Then, vj1 is a unit vector that generates T 1
zjL1 in R2 and vj2 generates T 1

zjL2

(as R-vector spaces.) Let

vj1 = eiθ
j
1 and vj2 = eiθ

j
2 .

Then, θj := θj1 − θj2 is the angle swept by Σ0 at qj . Let Ij denote the cone
in R2 between T 1

pjL1 and T 1
pL2, namely,

Ij := {avj1 + bvj2|a ≥ 0, b ≥ 0}, Ĩj := {avj1 + bvj2|a ≥ 0, b ≥ 0} \ {(0, 0)}.

Pick a small ϵ > 0. We will need to take ϵ small enough so that some
properties are satisfied which will become clear as the section progresses. For
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any p ∈ R2, let Bϵ(p) be the ball of radius ϵ around p and B̃ϵ(p) = Bϵ \ {p}
the deleted ball. Let Cj := (Bϵ(zj) ∩ D) and C̃j := (B̃ϵ(zj) ∩ D). For small
enough ϵ > 0, there exists injective map

ρj : Cj → Ij

such that ρj(0) = 0 and qj + ρj : Cj → C is C1-close to the inclusion ιj :
Cj → C.

On Ĩj we have a biholomorphism,

ψ̃j : Ĩj → Sj , ψ̃j(z) = log(e−iθjz),

to the strip Sj := [0, θj ]× (−∞, Rj ] for some Rj ∈ R,which depends on ϵ.

On C̃j , define coordinate chart

ψj := ψ̃j ◦ ρj : C̃j → Sj .

Now we apply a change of coordinates on the fibers of the normal bundle.
Let

wj1 = lim
t→0−

wzjeit , wj2 = lim
t→0+

wzjeit ,

where wzj is the unit vector of Fzj that lies in the upper half plane H ⊂ C
with respect to the chosen trivialization. Then wj1 and w

j
2 are unit vectors in

F j1 and F j2 , respectively. Suppose w
j
1 = eiα

j
1 and wj2 = eiα

j
2 for αj1, α

j
2 ∈ S1.

Let αj = αj1 − αj2. Define a real-valued function

fj : [θ
j
1, θ

j
2] → [αj1, α

j
2], x 7→

(x− θ1)(α
j)

(θj)
+ α1.

Define a continuous map, using polar coordinates on C = R2,

η̃j : Ĩj → C, rei 7→ reifj(x).

Then, η̃j(T
1
zjL1) ⊂ T 2

qjL1, and η̃j(T
1
qjL2) ⊂ T 2

qjL2. As we removed 0, η̃j is
holomorphic.
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Define smooth “cut-off” functions βj : C → [0, 1], for j = 1, 2, such that
β1 + β2 ≡ 1, and

β1 =

{
1 on B ϵ

4
(0)

0 on Bϵ(0) \B 3ϵ

4

(0)
, β2 =

{
0 on B ϵ

4
(0)

1 on Bϵ(0) \B 3ϵ

4

(0)
.

Define a smooth function η : D̃ → C as follows.

• On C̃j define η(z)=β1(u
−1(z)−u−1(zj))η̃j(z)+β2(u

−1(z)−u−1(zj)),

• on D̃ \ (∪jC̃j) define η(z) = 1.

Note that η is a nowhere vanishing diffeomorphism on D̃.
Take the trivial bundle Ẽ := C× D̃ on (D̃, i). We get a real subbundle

along ∂D̃ given by G̃z := η(z)Fz. Note that, because of how η was defined,
G can be extended to a real subbundle of E := C× ∂D over D. We denote
this bundle by (E,G). So we have

(Ẽ, G̃) (E,G)

D̃ D

with the obvious inclusions. Note that all sections of (Ẽ, G̃) → D̃ can be
extended over the marked points to get sections of (E,G) → D which are
W 1,p-regular. Holomorphic sections of (Ẽ, G̃) → D̃ have a unique extension.

Note that, if we choose ϵ small enough in the above construction, the
rotation we are introducing via multiplication by η(z) is the same as the
rotation added from the addition of the canonical short path. So, the bundle
pair (E,G) on D that has the same Maslov number as the normal Maslov
number µ2 of u, which is the same as µ(N,F ) defined via adding canonical
short paths, namely,

µ(E,G) = µ2(u) = µ(N,F ).(5)

5.2.3. Proof of Theorem 5.2. In this section, we conclude the proof
of Theorem 5.2 by putting together the constructions from Sections 5.2.1
and 5.2.2.

The operator ∂̄u as described in Equation (4) gives an operator ∂̄u,n
going from an open subset U ⊂ Γ(u∗N, u∗F ) to Ω0,1(E,G) given by

∂̄u,η(ϕ) = ∂̄u(η
−1ϕ), phi ∈W k,p(E,G).
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For any W k,p section ϕ ∈W k,p(ED,G), the section η−1ϕ ∈ Γ(E,G) is
defined by extending (non-uniquely) over the marked points. This non-
uniqueness does not impact well-definedness as we work with W k,p space
and the marked points are a measure zero set.

Let Lu,η : Γ(E,G) → Ω0,1(E,G) be the linearization of ∂u,η at the zero
section. Then, Lu,η is a generalized ∂̄-operator as shown in [10, Section 2].
Equation 5, implies that

ind(Lu,η) = ind(Lu).

Therefore, ind(Lu) ≥ 0 implies ind(Lu,η) ≥ 0. This implies, by [10, Theo-
rem 2], that Lu,η is surjective.

We note that the following diagram commutes:

W 1,p
a (N,F ) Lp(Ω0,1(N,F ))

W 1,p(E,G) Lp(Ω0,1(E,G))

Lu

η dη

Lu,η

where η is point-wise multiplication by η(z) at z ∈ D̃, and dη is point-wise
multiplication of sections by dη. With the above definitions of the spaces
of sections, η|ker(Lu) : ker(Lu) → ker(Lu,η) is an isomorphism. Addition-
ally, we have canonical isomorphisms ker(Lu)

∗ ∼= cokerLu and ker(Lu,η)
∗ ∼=

cokerLu,η. So, if Lu,η is surjective, Lu is surjective. This completes the proof
of Theorem 5.2.

6. Properties of boundaries of moduli spaces

In this section, we describe properties of the stable disks that appear in
the boundary of moduli spaces M(A, λ) or M(u), that we defined in the
previous sections.

Definition 6.1. We define and distinguish between two types of nodes. For
a stable holomorphic disk [u, z], consider a node uα(zαβ) = uβ(zβα) = q.

• Corner node: The node q is called a corner node if q is a corner
for both uα and uβ . This, by Definition 4.1 and discussion in proof
of Lemma 6.12, can only happen at double points of L, that is, if
q ∈ ∆(L).
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• Smooth node: The node q is called a smooth node if q is a smooth
point for both uα and uβ .

We want to understand what all the boundary points of a given one-
dimensional moduli space M(u), look like.

Definition 6.2. A stable holomorphic disk with corners, [u, z], is said to
be of Type 1 if there exists αEβ such that uα(zαβ) = uβ(zβα) is a smooth
nodal point. Otherwise, we say [u, z] is of Type 2. Note that, if [u, z] is of
Type 2, then for all αEβ, uα(zαβ) = uβ(zβα) is a corner for uα and uβ .

Note that any holomorphic disk with corners, u : (D, ∂D) → (R4, L), is
of Type 2 by the above definition, as it has no nodes and hence, no smooth
nodes. Holomorphic disks with corners also share many properties with type
2 broken disks. So, it a natural choice to consider holomorphic disks with
corners as Type 2.

Definition 6.3. Let L ⊂ R4
[a,b] be a Lagrangian tangle. Consider a horizon-

tal holomorphic disk with corners, u : (D, ∂D) → (R2
a ⊔ R2

b , ∂−L ⊔ ∂+L). Let
[z, z′] denote the part of S1 going from z to z′ in the anticlockwise direction.
The boundary ∂u can be divided into m arcs given by

γj = u|[zj ,zj+1] :[zj , zj+1] → L j = 1, 2, . . . ,m− 1;

γm = u|[zm,z1] :[zm, z1] → L.

Fix an orientation of L. This gives an orientation on ∂L. Then, each γj gets
two orientations — one from the complex orientation of u, that is, from qj
to qj+1, and another from the orientation of ∂L. Accordingly, we assign a
sign to each γj – positive if these two orientations match and negative
otherwise.

We call the horizontal disk, u, aligned if the signs on all γ′js are equal.

Definition 6.4. A horizontal holomorphic disk, u, that has boundary on
a Lagrangian tangle L is called big if:

• u has all convex corners;

• dimM(u) = 1 or equivalently µ2(u) = 0;

• u is an aligned disk as in Definition 6.3;

• either a(∂+L) = a(∂−L) = 0 or
∫
D
(u∗ω) ≤ a(∂+L).
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Note that the definition of big holomorphic disk is analogous to the
definition of big disk bound by a pair of diagrams (Definition 1.3).

Figure 11: Depiction of possible Type 2 stable holomorphic disks.

Note that for a big holomorphic disk (u, z), M(u) is a compact 1-
dimensional manifold. In the following theorem, we state all the properties
of boundary points M(u). The proof is spread over the following subsections
- part 1 is proved in Section 6.1, parts 2 and 3 are proved in Section 6.2,
part 4 is proved in Section 6.3, and part 5 is proved in Section 6.4.

Theorem 6.5. Suppose L ⊂ R4
[a,b] is a Lagrangian tangle and (u, z) is a big

holomorphic disk with corners that has boundary on L. Consider the moduli
space M(u).

1) Horizontal disks in M(u) are boundary points. Non-horizontal holo-
morphic disks with corners, which do not have any nodes, are not
boundary points.

2) The number of stable holomorphic disks of Type 2 in ∂M(u) must be
even.

3) (Nodal Points) For a stable disk, [v, z] ∈ M(u), each nodal point
zαβ is mapped to a double point of L;

4) (Signs) For a stable disk, [v, z] ∈ M(u), two nodal disks have opposite
signs at the common node, that is, if q = vα(zαβ) = vβ(zβα) then

signq(vα) = −signq(vβ).
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5) (Existence of Horizontal Disks) For any stable disk, [v, z] ∈
M(u), every node has exactly one horizontal disk attached to it.

6.1. Horizontal disks are boundary points

In this section we prove Part 1 of Theorem 6.5. We show that horizontal
disks give us boundary points of M(u). We also show that a non-horizontal
disk (without nodes) cannot be a boundary point of the moduli space.

Given a Lagrangian tangle L, consider a small extension to get an im-
mersed Lagrangian L′ as in Remark 3. Let M(u;L′) denote the moduli
space of variations of u in L′. Note that, for a disk u that has boundary on
L, dimM(u;L) = dimM(u;L′).

Lemma 6.6. Suppose [u, z = (z1, . . . , zm)] is a horizontal disk with m cor-
ners and
dim(M(u;L′)) = 1. Then, any holomorphic disk in M(u, λ;L′), which is
C1-close to [u, z], intersects u at only the corner points, u(z1), . . . , u(zm).

In fact, it is not necessary that u is a horizontal disk but we will only
be using this Lemma for horizontal disks and the notation is easier in this
case. So, we state and prove the above lemma only for horizontal disks. The
proof extends easily to all holomorphic disks with corners and boundary on
a Lagrangian tangle.

Proof. Just as in proof of Theorem 5.2, we get a normal bundle

(N,F )

D̃

,

where D̃ := D \ {z1, . . . , zm}. In fact, as u is a horizontal disk the normal
bundle is canonically identified with C× D̃ → D̃. We also obtain a bundle

(E,G)

D

that is related to the normal bundle (N,F ) via the smooth function η, as
in proof of Theorem 5.2. Recall that any holomorphic disk in M(u) near
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Im(u) will be given by the graph of a holomorphic section

(N,F )

D

πs .

Note that we are only considering sections that are zero at each zj . By point-
wise multiplication by η, which was defined in proof of Theorem 5.2, we get
a section η · s of (E,G). We made choice of function η such that η · s does
not vanish at the marked points, zj , even when s, a holomorphic section of
(N,F ), vanishes at the marked points zj .

The bundle pair (E,G) has Maslov index equal to the normal Maslov
index µ2(u) and so,

µ(E,G) = 0.

Hence, by doubling we get a bundle E ∪ E on sphere S2 with Chern class

c1(E ∪ E) = µ(E,G) = 0.

This means that a holomorphic section of E ∪ E does not intersect the zero
section, as all intersections would be positive intersections (positivity of
intersections in dimension 4, see [15]). Therefore, the section η · s also cannot
have any intersections with the zero section. As η has no zeroes on D̃, this
means that the original section s cannot intersect the zero section outside
of corner points. □

Lemma 6.7. For a horizontal holomorphic disk with corners, u, that has
boundary on a Lagrangian tangle, L ⊂ R4

[a,b], and normal Maslov index

µ2(u) = 0, [u] ∈ M(u) is a boundary point of M(u).

Proof. Suppose, we extend L to L′ as in Remark 3 and hence, we extend
M(u;L) to M(u;L′). We claim that Lemma 6.6 implies that [u] divides
the moduli space M(u;L′) near [u] into two parts — those with image
completely contained in R4

y(−∞,b] and those with image completely in R4
[b,∞).

As M(u;L′) is also a 1-dimensional manifold and

M(u, L) = {[v] ∈ M(u;L′) | Im(v) ⊂ R4
[a,b]},

this means that [u] is a boundary point of M(u;L).
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Assume Im(∂u) ⊂ ∂+L = Lb. To show the claim, suppose if possible,
that [v] ∈ M(u;L′), C1-close to u, such that there exists p1 ̸= p2 ∈ D with
πy2v(p1) > b and πy2v(p2) < b. By the maximum principle for harmonic func-
tions we can assume p1, p2 ∈ ∂D. If both p1 and p2 are in the same compo-
nent of ∂D \ {z1, . . . , zm}, then by continuity there must exist a smooth point
p ∈ ∂D with πy2(v(p)) = b. As L′ ∩ R3

b = Lb, this would mean v is intersect-
ing u, which cannot happen by Lemma 6.6. If p1 and p2 are on different
components of ∂D \ {z1, . . . , zm}, then those entire components have to lie
either entirely in R4

(b,∞) or in R4
(−∞,b), respectively. In this case, by taking a

path of paths γ : [0, 1]× [0, 1] → D, such that each path γt : [0, 1] → D starts
on the component of ∂D \ {z1, . . . , zm} containing p1 and ends on the one
containing p2, we can conclude there is a path in the interior of D on which
πy2 ◦ v takes constant value b. This would have to mean πy2 ◦ v takes value
b at all points of D as πy2 ◦ v is harmonic. This implies Im(∂v) = Im(∂u)
which contradicts Lemma 6.6. □

Now we show that a non-horizontal disk (without nodes) cannot repre-
sent a boundary point of M(u). We do so in two steps. First, note that if a
holomorphic disk with corners, (u, z), has boundary u(∂D \ {z0, . . . , zm} ⊂
L◦ = L \ ∂L, then we can find a 1-dimension worth of variations of (u, z)
by looking at the normal bundle we defined in Section 5.2. In Section 5.2.1,
we showed that any solution of Equation 4 gives a nearby element of M(u).
Unlike the case of a horizontal disk (as discussed in Lemma 6.7), there are
no additional constraints posed on the solutions. So, u which corresponds
to the 0-section of the normal bundle is an interior point.

Second, we show that any disk touching the boundary of the Lagrangian
tangle, L, is a horizontal disk via the following lemma. This will complete
the proof that non-horizontal disks are not boundary points of a moduli
space M(u) for big u.

Lemma 6.8. Let L ⊂ R4
[a,b] be a Lagrangian tangle. Consider holomorphic

disk u : (D, ∂D) → (R4, L) with corners q1, . . . , qm ∈ ∆(L). Suppose Im(u)
intersects ∂L at a smooth point. Then it must be a horizontal disk.

Proof. 1 Firstly, suppose Im(u) intersects ∂L at an interior point of D. By
the maximum principle for the harmonic functions, πy2 ◦ u : D → R where
πy2 : R

4 → R is given by (x1, y1, x2, y2) 7→ y2, must be a constant. So, u must
be a horizontal disk.

1This proof idea was told to me by Laurent Côté.
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So we look at the case when Im(u) intersects ∂L on Im(∂u). Suppose,
if possible, there exists q ∈ u(∂D) ∩ ∂+L. (The proof for the case where the
point of intersection lies in ∂−L is analogous.) Let q = u(p) for p ∈ ∂D. As
p is a smooth point of u, there is a neighbourhood of p in D where the map
u is holomorphic.

There must exist an open ball B ⊂ D◦ = D \ ∂D such that p ∈ ∂B̄ and
u(B̄) ∩ ∂+L = {q}. This is because, if no such ball exists, there must exist
a sequence of points in D◦ that map to ∂+L and have p as a limit point. So
there would be a set of points with an accumulation point mapping to the
complex plane R2

a which would imply, by Claim 6.9, u maps to R2
a and u is

a horizontal disk.
Let us denote the polar coordinates on R2 by (r, θ). Then i(∂r) = ∂θ.

Recall πy2 ◦ u is harmonic and πy2 ◦ u(z) < b = πy2 ◦ u(p) for all z ∈ B. So,
by Hopf lemma, the derivative D(πy2 ◦ u)p(∂r) > 0. By holomorphicity of u,

D(πy2 ◦ u)p(∂r) = D(πy2 ◦ u)p(−ip∂θ)

= (Dπy2)q ◦Dup ◦ ip(−∂θ) = (Dπy2)q ◦ iq ◦Dup(−∂θ).

So,

(Dπy2)q(iq ◦Dup(−∂θ)) > 0.

On the other hand, observe that q ∈ ∂+L implies ∂u is tangent to ∂+L at
q. This is because the image of ∂u is contained within L, ∂u is C1 near p
and it is touching the boundary ∂+L at q. This implies Dup(∂θ) is tangent
to ∂+L at q. So, Dup(∂θ) ∈ R2 × {0} ⊂ TqC2 . As R2 × {0} is closed under
the action of iq, iq ◦Dup(∂θ) ∈ R2 × {0}. So,

Dπq(iq ◦Dup(∂θ)) = 0,

contradicting our previous observation. Thus, such a u cannot exist. □

Claim 6.9. Suppose u : (D, ∂D) → (R4, L) is a holomorphic map, for La-
grangian tangle, L. Suppose xn ∈ D◦ is a sequence with limit point p ∈ ∂D
such that u(xn) ∈ R2

a for some a ∈ R. Then im(u) ⊂ R2
a.

Proof. A holomorphic function u : D → R4 gives two holomorphic maps to
C by post composing by πj : R4 → R2 given by (x1, y1, x2, y2) 7→ (xj , yj) for
j = 1, 2. Let us denote uj = πj ◦ u. Note that Im(u) ⊂ R2

a is equivalent to u2
is the constant map to (0, a). As u(xn) ∈ R2

a, u2(xn) = (0, a) for all xn. Note
that as the boundary of the disk is mapped to L, which is a real analytic and
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totally real surface (namely, TL ∩ i(TL) = {0}), by using Schwarz reflection
we can extend the map u (and therefore u2) to a larger (open) domain
E ⊃ D such that p ∈ E. Now we have a holomorphic function u2 on E that
is constant on a set with an accumulation point in E. So, u2 must be constant
and the image of u must be completely contained in R2

a. □

Note that Lemma 6.8 only cares about whether u was touching the boundary
∂L of L at a smooth point of u. It is possible that it was touching ∂L at
a double point q of L without ∂u jumping between leaves at q. As the
concerned point was a smooth point of u, only one of the leaves would
feature in the above argument.

6.2. Type 1 stable holomorphic disks do not appear

In this section we analyze nodes that appear in stable disks in the moduli
spaces,M(u), we consider. This will prove Part 2 and Part 3 of Theorem 6.5.
As a first step we show that all nodes which appear away from double points
of L are smooth nodes in Lemma 6.10. The rest of the section shows smooth
nodes do not appear when we consider moduli spaces, M(u), for aligned
disks u (Definition 6.3).

Lemma 6.10. Suppose we have [v, z] ∈ M([u]) with a node q ∈ L. Suppose
v1 and v2 are the two disks, part of the stable disk v, whose common node
is q, that is, for special points z1 and z2 on ∂D,

v1(z1) = v2(z2) = q ∈ L◦.

Then q is a smooth point for both v1 and v2.

Proof. As v1 is holomorphic on the interior of D, v belongs to the Sobolev
space W k,p(D) for any non-negative integers k and p. Let us take k > 2 and
p > 1, such that k − 1

p > 1. Then, by using the trace operator

Tk :W
k,p(D) →

k−1∏

l=0

W
k−l−1

p
,p(∂D),

we see that (v1)|∂D ∈W 1,p(∂D). Then, by [4, Theorem 4.5], we get that v1
is smooth at q, as L is smooth at q. Similarly, v2 is also smooth at q. □

Recall that we let [z, z′] denote the part of ∂D going from z to z′ in
the anticlockwise direction. Consider the moduli space M(u) where u is
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a horizontal disk with ∂u ⊂ ∂L and corner points q1, . . . , qm ∈ ∆(L). The
boundary ∂u can be divided in to m arcs given by

γj = u|[zj ,zj+1] :[zj , zj+1] → L j = 1, 2, . . . ,m− 1;

γm = u|[zm,z1] :[zm, z1] → L.

Now onward, we will write [zj , zj+1] for all j with the understanding that
m+ 1 denotes 1, when the number of corner points is m.

Suppose [v, z] = limν→∞[uν , zν ], for [uν , zν ] ∈ M(u). A boundary node
of Type H (see [13, Definition 3.4]) is a singularity locally isomorphic to

(0, 0) ∈ {z2 − w2 = 0}/A

where (z, w) are coordinate on C2, and A(z, w) = (z, w) is complex conju-
gation. We can view this as the image uν(α) of an arc, α : [0, 1] → D with
α(0) ∈ [zj , zj+1] and α(1) ∈ [zk, zk+1], shrinking to a point as ν → ∞. An-
other way to view this node is it corresponds to a boundary arc, γνj , “inter-
secting” itself or another arc, γνk in the limit. The other types of possible
nodes as outlined in [13, Definition 3.4] are singularities isomorphic to:

(1) (0, 0) ∈ {zw = 0} (interior node),

(2) (0, 0) ∈ {z2 + w2 = 0}/A (boundary node of type E).

Interior nodes do not appear for us because Π2(R4) = 0 does not allow sphere
bubbles to form. Boundary nodes of type E correspond to a boundary com-
ponent shrinking to a point. As we consider only one boundary component,
a sphere bubble would be formed if that boundary shrank to a point. So,
boundary nodes of type E also do not form. Thus, all nodes of [v, z] are of
Type H.

Suppose L is a Lagrangian tangle. So, there exists a surface L̃ with
boundary and an immersion ι : L̃→ R4 such that L = ι(L̃). We assumed
L is oriented. We fix an orientation on L̃ such that ι : L̃→ L is orienta-
tion preserving. Any continuous path γ : [0, 1] → L has a continuous lift,
γ̃ : [0, 1] → L̃, unless it passes through a double point q ∈ ∆(L) and γ jumps
from one leaf to the other at q.

Before we proceed, we define a switching operation on arcs on a surface
with boundary.

Definition 6.11. Suppose L̃ is an oriented surface with boundary. It may
have any finite number of boundary components and any genus. Suppose, we
have two arcs γ1 and γ2 on the boundary such that there exists a small disk
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Figure 12: Two cases for the switching operation defined in Definition 6.11

Dϵ in the interior of L̃ such that, up to a diffeomorphism, (γ1 ∪ γ2) ∩ Dϵ looks
like a neighbourhood of 0 ∈ R2 with γ1 and γ2 mapped on to {xy = ϵ} for
some small enough ϵ > 0. Then, the switching operation swaps out the two
hyperbola pieces {xy = ϵ} with the limit {xy = 0} or with the hyperbolas
{xy = −ϵ} depending on their orientation as in Figure 12. Then we match
up the end point smoothly to get continuous arcs δ1 and δ2 on L̃. Note that
if before the switching we had arcs going from γ1(0) to γ1(1) and from γ2(0)
to γ2(1), after the switching we get arcs from γ1(0) to γ2(1) and from γ2(0)
to γ2(1).

Within the small disk Dϵ, we may have two orientation situations as
shown in Figure 12. In the first case, the two new arcs do not intersect and
in the second case, they intersect only once.

Lemma 6.12. If u is a big disk, Type 1 stable disks don’t appear in M(u).

Remark 6. Of course, this means the number of boundary points corre-
sponding to type 2 stable disks is even. Note that it is crucial here that u is
an aligned holomorphic disk, which is part of the definition of big disk. This
assumption will rule out interior smooth breakings. If we did not have the
aligned assumption, we can have smooth nodes in the interior of the tangle.

Proof. Suppose we have a point [v, z] ∈ M([u]) with a node q on the interior
of L. For simplicity in notation let us assume that there is a representative
stable disk with two components (v, z1, . . . , zm) and (v′, z′1, . . . , z

′
m′) that are

holomorphic disks with boundaries.
Note that the sets of marked (corner) points z1, . . . , zm and z′1, . . . , z

′
m′

have to both be non-empty. Otherwise, we would have a disk bubble, that
is, a holomorphic disk in Π2(R4, L◦) where L◦ = L \ ∂L denotes the interior
of L. We are considering a relatively exact Lagrangian L◦. This means we
either have ω|Π2(R2,L◦) ≡ 0, in which case a disk representing an element
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of Π2(R4, L◦) cannot be holomorphic as holomorphic disks have symplectic
area strictly positive. The other case is when ω(Π2(R4, L◦)) = aZ and ω[u] ≤
a. A disk bubble would be an element [v] ∈ Π2(R4, L◦) with 0 < ω[v] < a
which cannot happen.

As q is a boundary node of type H, there is a path of elements [uν ] ∈
M([u]), ν ∈ [0,∞) limiting to the stable disk (v, v′), with domain Σ (see
Definition 4.5). Let γνj and γνk be the corresponding arcs for the holomorphic

disk uν . Then u = u0, γj = γ0j , and γk = γ0k . Now, q is a boundary node of
type H in the interior of L, that is, there exist points z ∈ ∂D and z′ ∈ ∂D
such that v(z) = v′(z′) = q and q ∈ L◦. Note that, by Lemma 6.10, q is a
smooth point for both v and v′. Further, we may assume the nodal point q
is a point of transverse intersection between ∂v and ∂v′ as this is a generic
property of the compactification.

Let δj and δk be boundary arcs of v and v′ that intersect, and δ̃j and δ̃k
be their lifts to L̃. Then

δ̃j(0) = γ̃j(0), δ̃j(1) = γ̃k(1), δ̃k(0) = γ̃k(0), δ̃k(1) = γ̃j(1).

There exists ϵ > 0 such that the arcs δ̃j and δ̃k are isotopes of arcs obtained
by doing the switching operation inside a small disk Dϵ on γ̃νj and γ̃νk for
large enough ν. Let us denote the arcs obtained by switching γ̃νj and γ̃νk in

Dϵ by δ̂j and δ̂k that are respectively isotopic to δ̃j and δ̃k. As the switching

operation is local, the only intersections of δ̂j and δ̂k are inside the small
disk Dϵ. So, they will intersect in 0 or 1 points depending on whether we are
in Case 1 or Case 2 of Figure 12.

There exist strong deformations fν : D → Σ in the sense of [13, Definition
5.5], such that f−1

ν (z ∼ z′) is an arc in Dν for each ν ∈ [R,∞), and uν ◦ f
−1
ν

converges uniformly on contact sets to (v, v′). We can assume, by changing
the parameter space, that this holds for all ν ∈ [0,∞). Pick a parametriza-
tion αν : [0, 1] → D such that uν(αν(0)) ∈ Imγj and uν(αν(1)) ∈ Imγk for
some j, k ∈ {1, . . . ,m}. Note that convergence of uν → (v, v′) as ν → ∞ im-
plies

lim
ν→∞

uν(αν(0)) = lim
ν→∞

uν(αν(1)).

Define a path β : [0, 1] → L be defined by

β(ν) =





utan(ν)(αtan ν(0)) ν ∈ [0, 12)

limν→∞ uν(αν(0)) ν = 1
2

u− tan(ν)(α− tan ν(0)) ν ∈ (12 , 0].
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Then β(0) ∈ Im(γ0j ), and β(1) ∈ Im(γ0k).
For any two paths γ, β on an oriented surface S that intersect, inter-

section points can be assigned an orientation sign (which is used to com-
pute the algebraic intersection number) as follows: an intersection point
q = γ(t1) = β(t2) is a positive intersection if (γ′(t1), β

′(t2)) forms a positive
basis for TqS. As u is an aligned disk, the boundary arcs γj and γk have
the same sign according to Definition 6.3. This means that the intersection
point β(0) of β and γj , and the intersection point β(1) of β and γk, have

opposite orientation signs. Let β̃, γ̃j , and γ̃k be the lifts of β, γj , and γk,

respectively, to L̃. Then, the intersection point β̃(0) of β̃ and γ̃j , and the

intersection point β̃(1) of β̃ and γ̃k, have opposite orientation signs, and so
do the intersection points β̃ ∩ γ̃νj and β̃ ∩ γ̃νj . So, γ̃

ν
j and γ̃νk in Dϵ are in

the configuration of Case 1 in Figure 12. Therefore, δ̂j and δ̂k do not in-

tersect, and so the isotopes δ̃j and δ̃k intersect in zero points counted with
orientation signs.

This implies that if δj and δk intersect, they do so at even number of
points away from their end points. Say at r1, . . . , r2k. Note that “we can
glue” near each intersection point rj to get a sequence of holomorphic disks
in M(u) converging to the stable disk that has v, v′ as part of it. That is, we
can do standard gluing technique like , for example, [13], to get a sequence
[ujn] ∈ M([u]) that Gromov converges as n→ ∞ to a stable disk vj which
has the other points rl, l ̸= j as nodes. This means that the stable disk with
smooth node q lies in a codimension 2 subspace of the moduli space M(u).
As M(u) is a 1-dimensional manifold, this is not possible. □

6.3. Constraints on sign at corner nodes

In this section we prove Part 4 of Theorem 6.5 as the following lemma. As we
already showed that the only relevant nodes are corner nodes, the following
lemma suffices.

Lemma 6.13 (Adjacent disks have opposite signs). Suppose a stable
disk

({uα}α∈T , {zαβ}αEβ , {zi, αi}1≤i≤m)

is the Gromov limit of a sequence, (un, {z
n
i }1≤i≤m)n∈N of holomorphic disks

with corners that has boundary on Lagrangian tangle L. Suppose zαβ is a
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nodal point mapped to a double point of L, that is,

uα(zαβ) = uβ(zβα) = q ∈ ∆(L) ⊂ ∂L,

and it is a corner node. Then,

signq(uα) = −signq(uβ).

Proof. It is enough to show this for the case when uα and uβ are embedded.
Indeed, if they are only immersed, we can restrict ourselves to a small enough
neighbourhoods of zαβ and zβα, and repeat the same argument in those
neighbourhoods. The notation and argument gets more cumbersome.

The main idea is that if we restrict our vision to a small enough neigh-
bourhood of q, the situation looks exactly like that of converging strips in
Lagrangian Floer homology setup.

Choose a neighbourhood q ∈ U ⊂ R4 such that (U ∩ L) \ {q} has two
connected components and ((U ∩ L) \ {q}) ∩∆(L) = ∅. Let us call these
connected components union {q} as L1 and L2. That is, U ∩ L = L1 ∪ L2

and L1 ∩ L2 = {q}. We also take U to be small enough so that u−1
α (U)

and u−1
β (U) have no special points other than zαβ and zβα respectively,

and u−1
α (U) \ {zαβ} and u−1

β (U) \ {zβα} are biholomorphic to the strip
R× [−1, 1] ⊂ C. As un converge to (uα, uβ) in the Gromov sense, their im-
ages converge in C∞ to the union of the images, Im(uα) ∪ Im(uβ). So, by
choosing U to be small enough, we may assume u−1

n (U) contains no marked
points and are biholomorphic to R× [−1, 1] ⊂ C as well. Take coordinates
t, s on the strip with t ∈ R and s ∈ [−1, 1].

Let us define compact sets Kα and Kβ as follows. Denote by ∂U the
boundary of the closure of U . Note that we can assume sufficient regu-
larity on the neighbourhood U , in particular, we may assume it is a do-
main in C× C. Let Kα = ∂U ∩ Op(Im(uα)) and Kβ = ∂U ∩ Op(Im(uβ))
where Op(Im(uα)) and Op(Im(uα)) are arbitrary, small neighbourhoods of
Im(uα) and Im(uβ), respectively. We choose the open sets Op(Im(uα)) and
Op(Im(uβ)) to be small enough that Kα ⊈ Kβ and Kβ ⊈ Kα.

By restricting to large enough n and pre-composing by appropriate
biholomorphisms to the strip R× [−1, 1] ⊂ C, we can assume we have
ũn : R× [−1, 1] → R4 for n ∈ N, n > N for some large N , with

lim
t→−∞

ũn(t, s) ∈ Kα, lim
t→∞

ũn(t, s) ∈ Kβ ;

ũn(R× {−1}) ⊂ L1, ũn(R× {1}) ⊂ L2.
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Of course, the L1 and L2 may be exchanged, but then it would be so for
every n.

Additionally, ũα : R× [−1, 1] → R4 and ũβ : R× [−1, 1] → R4 with

lim
t→∞

ũα(t, s) = q, lim
t→−∞

ũα(t, s) ∈ Kα;

lim
t→∞

ũβ(t, s) ∈ Kβ , lim
t→−∞

ũβ(t, s) = q.

Note that, here we have made some specific choices of biholomorphisms from
ũ−1
α (U), ũ−1

β (U), and ũ−1
n (U) to R× [−1, 1]. Our conclusions do not depend

on this choice as any biholomorphism between domains (with boundary) of
C preserves the orientation on the boundary.

Now, the original Gromov convergence restricted to the neighbourhood
U is the Gromov convergence of ũn to the pair ũα, ũβ while preserving
the above limit restrictions. So, the only allowed reparametrizations are
translations of R× [−1, 1] by real numbers in the t coordinate. Actually
there may be small translations in the s-direction as well, but we may ignore
these for the purpose of this argument. We get this condition by keeping in
mind the marked point conditions on the original convergence. Indeed, if
both uα and uβ have two or more marked points each, we may view them
as maps on strips already, and we readily get the limit conditions above
by restricting to appropriate half strips. If they have less than two marked
points, note that the allowed parametrizations are restricted because uα and
uβ are non-constant. So, we can still get the above condition by adding an
artificial marked point to keep track of these reparametrizations and can
choose one (say z̃α and z̃β , respectively) appropriately, such that any path
from zα to z̃α has to pass through Kα. Then, if we set zα to be the limit
of this path at ∞ and z̃α at −∞ and want the chosen biholomorphism to
preserve this linear order on the path, we get the required conditions on the
biholomorphism.

Thus, from the convergence of un and their boundary conditions,

ũα(R× {−1}) ⊂ L1, ũα(R× {1})

⊂ L2 and ũβ(R× {−1}) ⊂ L1, ũβ(R× {1}) ⊂ L2.

So, we see that ∂ũα jumps from L1 to L2 at q and ∂ũβ goes from L2 to L1

at q. As, the orientation on the boundary was always preserved this implies
signq(uα) = −signq(uβ). □
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6.4. Non-horizontal disks have fixed sign at corners

In this section, we show that corner signs for non-horizontal holomorphic
disks are determined by which boundary of L the corner is at, when L is a
Lagrangian tangle. This will give us the last part of Theorem 6.5.

Lemma 6.14. Let L be a Lagrangian tangle. Suppose u is a non-horizontal
holomorphic disk with corner at q ∈ ∂+L. Then signq(u) = +1. Similarly,
q ∈ ∂−L implies signq(u) = −1.

Before we prove this lemma, let us discuss how we conclude Part 4 of
Theorem 6.5. Lemma 6.13 and the above Lemma 6.14 together give us that
we cannot have two non-horizontal disks attached at a node. We claim that
the case of two horizontal disks attached at a node also do not appear in
our considered moduli space, M(u). Suppose Im(∂u) ⊂ ∂+L = Lb. In Sec-
tion 5.1, we defined the real line bundle T 1L along ∂D as a subbundle of
C× {0} ⊂ C× C ∼= u∗(TR4) for the horizontal disk u. The Maslov index
µ1(u) of the bundle pair (C, T 1L) will always be 2 (for convex u) and µ1(u)
actually gets suppressed in the dimension calculations and we only see µ2(u)
in dimM(u). Maslov index µ1(u) = 2 implies the expected dimension of the
moduli space of variations of u within the plane is

dim(µ(u, Lb)) = µ1(u) + 2− 3− 1 = 0.

If we had two horizontal disks attached at a node q ∈ ∂+L, we could glue
within R2

b to obtain a 1-dimensional moduli space contained in M(u, Lb),
which contradicts the dimension calculation. Thus, we can only have the
situation where each node has exactly one horizontal disk and one non-
horizontal disk attached, which is Part 4 of Theorem 6.5. Now we prove the
lemma.

Proof. First, we build a local model for L near a double point q. Suppose
q ∈ ∂+L. Let us assume that ∂+L ⊂ R2

0 and q = 0 ∈ ∂+L. Fix a small neigh-
bourhood U of 0 in R4. In U , the Lagrangian has linear approximation given
by (T0L

h ∪ T0L
l) ∩ R4

−∞,0], where L
h and Ll are the two leaves of L near

q. Upto a Hamiltonian isotopy, we may assume the Lagrangian is equal to
this linear approximation in a small neighbourhood of 0. We want to an-
alyze what the Lagrangian L looks like near 0, so we analyze what two
Lagrangian subspaces of R4 intersecting at one point can look like. Con-
sider Lh ∩ (R2 × {0}). It is a line passing through 0, let us call it l11. It is
given by an equation a1x1 + b1y1 = 0 for a, b ∈ R. Any Lagrangian plane
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containing this line lies in the symplectic complement of i(l11). So, the other
generator of L1 must be a line in {0} × R2, say a2x2 + b2x2 = 0, a2, b2 ∈ R.
Similarly, the subspace T0L

l = {c1x1 + d1y1 = 0, c2x2 + d2y2 = 0}, for some
c1, d1 ∈ R. To get a local model for the Lagrangian tangle L, we have to
impose the condition {y2 ≤ 0}.

Recall the notation Lh is the higher leaf and Ll is the lower leaf near
q = 0 with respect to the x2-coordinate. For ease of notation we can fix
coefficients without loss of generality as follows: Locally, L ∩ U = Lh ∪ Ll,
where

Lh = {(x1, y1, x2, y2) ∈ U |y1 = 0, x2 + y2 = 0, y2 ≤ 0},

Ll = {(x1, y1, x2, y2) ∈ U |x1 = 0, x2 − y2 = 0, y2 ≤ 0}.

Now, we prove the lemma. If u : (D, ∂D) → (R4, L) is a holomorphic
map with corner at q = 0, then π2 ◦ u : (D, ∂D) → (R2, π2(L)) is also a
holomorphic map with corner at 0. Here π2 : R4 → R2 is the projection
(x1, y1, x2, y2) 7→ (x2, y2). Note that π2(L ∩ U) = π2(L

h) ∪ π2(L
l) where

π2(L
h) = {(x, y) ∈ R2|x+ y = 0, y ≤ 0},

π2(L
l) = {(x, y) ∈ R2|x− y = 0, y ≤ 0}.

As u is holomorphic, the boundary of u has to travel anti-clockwise on the
complex plane. So, if π2 ◦ u is non-constant, then its boundary traverses
π2(L

h) first and then π2(L
l). If π2 ◦ u is constant, then u is a horizontal

disk. Thus, for non-horizontal disks signq(u) = +1.
The case for q ∈ ∂−L is analogous. □

7. Applications: Obstructions to the existence of

undercut relation

In this section, we give applications of Theorem 1.4 in the form of obstruc-
tions to undercutting relation on diagrams. We also give proofs of the corol-
laries mentioned in Section 1. Many similar results can be obtained by ap-
plying Theorem 1.4 and we only present select few.

Recall that topological data gives a priori restrictions on Lagrangian
cobordisms. Let π1 : R4 → R2 be the projection (x1, y1, x2, y2) 7→ (x1, y1).
If there is a cobordism K1 ≺L K2, then π1(K1) and π1(K2) must bound
the same signed area and have the same rotation number. Further, let us
denote by wr(K1) the writhe of the diagram π(K1) = DK1

with respect to
the framing kerω|R3

a
also known as black board framing. That is, it is the sum
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of the number of positive crossings minus the number of negative crossings
as shown in Figure 13, when viewed from positive infinity on the x2-axis.
Then, for K1 ≺L K2

wr(K1)− wr(K2) = χ(L)(6)

where χ denotes the Euler characteristic (see [16]). An interesting observa-
tion is that Gromov’s theorem stating that there are no closed weakly exact
Lagrangians in R4, implies that there is no knot that can be both filled and
capped by an exact Lagrangian. This would also follow from the above Euler
characteristic computations.

Figure 13: Signs of crossings for calculating writhe.

We want to study those situations where these topological constraints
are inconclusive. For example, when K1 and K2 have the same writhes. We
first prove Theorem 1.4, stated in the Introduction.

Proof. Suppose [D1, σ1,A1] ≺ [D2, σ2,A2]. This means that there exists a
Lagrangian cobordism L′ ⊂ R4

[a,b] with ∂+L
′ = KD2

and ∂−L
′ = KD1

. Now,

by using Lemma 3.9, we get a Lagrangian tangle L ⊂ R4
[a,b] with diagram

of ∂+L = [D2] and diagram of ∂+L = [D1]. This also means ∂+L = [D2] and
∂+L = [D1] as immersed curves.

Suppose we have a big disk bound by the diagram pair. This means
there exists a big disk bound by ∂+L or ∂−L in the plane R2

a or R
2
b . In either

case, we get (u, z), a big, horizontal, holomorphic disk with corners, that has
boundary on L. As u is a big disk, M(u) is a compact 1-dimensional mani-
fold (Theorem 5.2, Theorem 4.10) with [u] ∈ M(u) representing a boundary
point of the moduli space (Part 1 of Theorem 6.5).

By Theorem 6.5, Part 2, we must have even number of type 2 holo-
morphic disks as boundary points for M(u). So there must exist a stable,
holomorphic, Type 2 disk, [u′, z′], distinct from [u, z].
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If u′ does not have any nodes, then it is a horizontal disk by Part 1 of
Theorem 6.5. In this case, from the definition of M(u), all the corners of u′

are the same as those of u, with the same signs.
If (u′, z) is a stable disk with nodes, by Theorem 6.5, the stable disk of

type 2 would have at least one horizontal disk, say v : (D, ∂D) → (R4, L).
We claim that v gives us a little disk to u for the considered diagram pair.
To prove the claim, take the case when Im(u) ⊂ R2

b . Then, u has all positive
corners.

• If Im(v) ⊂ R2
b , then each corner q of v is either a corner point shared

with u or it is a node of the stable holomorphic disk that v is a compo-
nent of. If q is a node, then it is a node of a stable holomorphic disk of
type 2. So, it has to be a node between v and a non-horizontal disk v′.
As v′ is not horizontal, and q ∈ ∂+L, by Lemma 6.14, signq(v

′) = +1.
So, by Lemma 6.13, signq(v) = −signq(v

′) = −1. If q is shared by v
and u, then it is a corner point of the stable holomorphic disk and by
virtue of the definition of M(u), has the same sign as signq(u). So,
signq(v) = +1.

• In the case Im(v) ⊂ R2
a, all its corners are nodes of a stable holomorphic

disk of type 2. Each node has an attached non-horizontal disk that
must have sign equal to −1 at the node. So, all of v’s corners are
positive by Part 3 of Theorem 6.5. For the case when im(u) ⊂ R2

b , the
argument is analogous.

The area inequality comes from the fact that every holomorphic disk
must have strictly positive area. Suppose, v is the little disk of u that appears
as a horizontal disk of (u′, z′), the stable holomorphic disk of Type 2 that
represents a boundary point of M(A). Then,

∑

α∈I

ω([u′α]) = ω

(
∑

α∈I

[u′α]

)
= ω(A) = ω([u]).

As each u′α is a holomorphic disk, ω([u′α]) > 0. So, we get that

ω([v]) = ω([u])−
∑

α∈I,u′

α ̸=v

ω([u′α]) < ω([u]).

The only exception to the above inequality happens when [v] = [u] ∈
H2(R4, L). □
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Thoerem 1.4 gives us many exciting corollaries. We remark here again
that these are only example applications, not by any means an exhaustive
list but instead a select few.

Note that Corollaries 7.1, 7.2, and 7.4, is stated in terms of the under-
cut relation. This means we are proving that there cannot exist relatively
exact Lagrangian cobordisms with the given boundary conditions, but in
all of these examples the observation in Remark 1 implies that any possible
Lagrangian cobordism will be relatively exact. So, in fact, we are showing
that no Lagrangian cobordisms can exist with these boundary enriched knot
diagrams.

Corollary 7.1. For A,B > 0, we observe the following growing and shrink-
ing behaviour among enriched knot diagrams. Suppose 8−, 8+, E−, and E+

denote exact enriched knot diagrams as in Figures 2, and 14.

1) If 8−(A) ≺ 8−(B), then A > B;

2) If 8+(A) ≺ 8+(B), then A < B;

3) If E−(A) ≺ E−(B), then A > B;

4) If E+(A) ≺ E+(B), then A < B

Here, assume that the total areas of all the diagrams is 0.

Proof. (1,2) Suppose 8−(A) ≺ 8−(B). The diagram 8−(A) cuts out two disks
of same area A, and both are big disks. Let us pick one of them to
be A1 to apply Theorem 1.4. All the other disks cut out by the pair,
(81−(A), 8

1
−(B)), are little disks to A1. Let the other disk cut out by the

lower diagram be A2. Let the two disks cut out by the upper diagram
be B1 and B2.

Suppose L ⊂ R4
[a,b] is a Lagrangian tangle with ∂+L = D8−(B) and

∂−L = D8−(A) Note that the writhes of both the diagrams are the
same, which means the cobordism will be a cylinder. This means that
the tangle L is topologically a sphere minus four points. So, even
though A2 is a little disk to A1, area(A1) = area(A2) but [A1] ̸= [A2] ∈
H2(R4, L). So, we must have area(B1) = area(B2) < area(A1), which
implies A > B.

The proof for the 8+ case is analogous.

(3,4) If E−(B) ≺ E−(A), then B is a big disk. The candidates for little
disk for B are A and C as labelled in Figure 14 (a). But as the total
bounded area of E−(B) is zero, C > B. So, A < B by Theorem 1.4.
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Figure 14: In all the figures the pink disk has to be larger than the yellow
disk: (a) E−(B) ≺ E−(A), (b) E+(B) ≺ E+(A), (c) T−(B) ≺ T−(A), (d)
T+(B) ≺ T+(A).

The proof for the E+ statement is analogous. □

We also get obstructions on diagrams that are not exact.
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Corollary 7.2. For A,B > 0, the following growing and shrinking be-
haviour among trefoil knots hold.

1) If T−(A) ≺ T−(B), then A > B;

2) If T+(A) ≺ T+(B), then A < B.

Proof. Note that B is a big disk bound by T−(B). In particular, B <
a(T−(B)) as all the disks cut out by T−(B) contribute positively to
a(T−(B)). A is the only possible little disk to B. So, we must have A < B.
The proof for T+ case is analogous. □

Corollary 7.3. Following are examples of obstructions to undercutting
when the two enriched knot diagrams do not have the same underlying (topo-
logical) knot diagram. We assume that all the enriched knot diagrams in this
corollary are exact. (See Figure 7.)

1) If ∅ ≺ C−++(A1, A2, A3) for C
−++ as in Figure 7 with total area equal

to zero, then

A3 > A2.

2) Let A1 > A2 > A3 > 0. If C−++(B1, B2, B3) ≺ C−++(A1, A2, A3),
then

A3 > min(B3, B4),

where B4 = B1 −B2 +B3 is the area of the unmarked lobe.

3) For A1 > A2 > A3 > 0, and B > 0, if 8+(B) ≺ C−++(A1, A2, A3),
then

A3 > B.

Proof. In all of these cases, the disk with area A3 is a big disk. We make the
above conclusions by tracking through possible little disks and obtain these
area conditions. □

Corollary 7.4. [Lemma 1.2, Part 3] There exist diagrams that are
unrelated. For example, for 0 < A < B, 8+(A) ⊀ C+−+(A,B,B) and
C+−+(A,B,B) ⊀ 8+(A). Thus, ≺ is a partial order.

Proof. Refer Figure 15. For the pair (8+(A), C
+−+(A,B,B)), the upper lobe

labelled A1 is a big disk. The two possible little disks are labelled B1, A3,
and A4. But none of these have area strictly less than A. Therefore, this is
not an undercutting pair.
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For the pair (C+−+(A,B,B), 8+(A)), A3 is a big disk. The little disks
for A3 are A1, A2, and A4. None of these have area strictly less than A.

Figure 15: For A1 = A2 = A3 = A4, B1 = B2 as areas: (a) C+−+(A,B,B),
(b) 8+(A).

□
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