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CURVATURE BASED AUTHENTICATION OF VAN GOGH
PAINTINGS∗

HAIXIA LIU†‡ AND XUE-CHENG TAI§

Abstract. Art authentication is the identification of genuine paintings by famous artists from
the forgeries. In this paper, we introduce a novel curvature-based method to authenticate van Gogh
paintings. We use curvature images to capture the shape information in the paintings. For each
painting, we convert it from RGB to HSI color space. The features we propose are two simple
statistics of the three parts: including (i) the H, S, I color information, (ii) their corresponding first
order derivatives in x, y directions, and (iii) the corresponding 2D curvature images. In order to
select the appropriate features for art authentication, we use a forward stage-wise feature selection
method such that van Gogh paintings are highly concentrated and forgeries are spread around as
outliers. Numerical results show that our method gives the 88.61% classification accuracy, which
outperforms the state-of-the-art methods for art authentication so far.
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1. Introduction. Art forgery was born after people started paying money for
their favourite paintings. Art authentication is the identification of the fake paintings
from the genuine ones by famous artists. The traditional methods of art authentica-
tion include: (i) the discerning eyes and experience of a few experts who are dedicated
in the work and life of the artist(s), (ii) comparisons of a variety of technical data,
for example, ultraviolet fluorescence, infrared reflectography, x-radiography, painting
sampling, and/or canvas weave count. Although many methods are used, the author-
ship of many paintings is still questioned by experts, with different art scholars having
different opinions.

As image-acquisition technology has advanced, the museums provide the high-
resolution digital images of some artists’ collections, which makes it possible to analyze
the stylometry of paintings via computerized methods [23, 19, 2, 13, 17, 12, 8, 9, 20,
15]. For art authentication, the key point is to extract the features which can do a
good separation between the artist’s paintings and those by his contemporaries.

In the past two decades, various specialized features have been extracted to au-
thenticate paintings, including Pollock’s drip paintings, the drawings by Pieter Bruegel
the Elder, paintings from some of China’s famous artists in different dynasty periods
and van Gogh’s paintings and so forth. As early as 1999, Taylor et al. [23] proposed
fractal analysis of Pollock’s drip paintings. They showed that the fractal dimensions
increased steadily through Pollock’s career and fractal analysis could be used as a
quantitative and objective technique for analyzing his paintings. In 2009, Berezhnoy
et al. [2] introduced brushstroke extraction, which is an orientation-extraction tech-
nique based on circular filters. In 2012, Li et al. [13] designed a method to extract
those visually salient brushstrokes of van Gogh based on an integrative technique of
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both edge detection and clustering-based segmentation. Some definitions of brush-
stroke features for art authentication were given in distinguishing van Gogh paintings
from forgeries. In their numerical test, they compared the brushstrokes obtained
manually with those extracted using their algorithm and showed that the combined
brushstroke features were consistent throughout van Gogh’s works during his French
periods (1886-1890). Lyu et al. [17] in 2004 used the moment statistics of wavelet
coefficients and the log error in a linear predictor as features to authenticate the draw-
ings by Pieter Bruegel the Elder. At the same year, Li and Wang [12] based on a
2D multi-resolution Hidden Markov Model (HMM) to classify paintings from some of
China’s famous artists in different dynasty periods. In 2011, Hughes et al. [8] used
the moment statistics of 2-D Empirical Mode Decomposition (EMD) coefficients to
authenticate the drawings by Pieter Bruegel the Elder and Rembrandt van Rijn.

In 2008, three research groups from Penn State, Princeton, and Tilburg focusing
on authenticating van Gogh paintings reported their analysis of van Gogh’s brush-
strokes in [9]. In the work of the Penn State group, the similarities among paintings
were assessed via texture and brushstroke geometry modeling. The Princeton group
applied the complex wavelet and Hidden Markov Tree (HMT) for feature extraction,
and then similarity distances between paintings were calculated using the first few
features ranked according to their effectiveness in distinguishing van Gogh’s and non-
van Gogh’s patches. Finally a multidimensional scaling embedded the paintings into a
3D space where the separation of genuine paintings from those by his contemporaries
was done. Binary support vector machine was used to determine the authorship by
the Tilburg University group. It is based on the fact that the total energy, as calcu-
lated using the Gabor wavelet coefficients from the patches, was larger in the non-van
Gogh’s paintings. These studies are quite encouraging as initial works for identifying
the authorship of van Gogh paintings. As an extension of Princeton group’s work
for authentication of van Gogh’s paintings, Qi. et al. [20] used background selec-
tion and wavelet-HMT-based Fisher information distance for authorship and dating
of impressionist and post-impressionist paintings.

More recently, Liu et al. [15] introduced geometric tight frame based method for
authentication of van Gogh paintings. Instead of using the variety of techniques such
as wavelets, EMD, HMM and HMT in [17, 8, 9, 20], they proposed to use a special
tight frame, called geometric tight frame [14], to extract brushstroke information
from the given paintings to capture subtle oriented variations in the texture of the
paintings. They used 3 simple statistics of the 18 geometric tight frame coefficients
as the features for each painting. Then they selected the discriminatory features with
the assumption of van Gogh’s paintings are highly concentrated while the forgeries are
widely spread. They maximize the area under the Receiver Operating Characteristic
(ROC) [5] curve, which is based on the distance between each painting and the mean
of the van Gogh paintings.

In this paper we introduce a curvature based method for authentication of van
Gogh paintings. Curvature is a useful tool to capture the shape information in the
painting. In order to extract brushstrokes in paintings, we calculate the curvature
images. Instead of the grayscale images used in [9, 20, 15], we convert from RGB to
HSI color space. The features we extract are two simple moment statistics of following
three parts: (i) 3 components of HSI, (ii) the corresponding first order derivatives in
x and y directions and (iii) the corresponding curvature image. Here we use mean
and percentage of the tail entries. In order to exclude those features which may
deteriorate the accuracy, we use a forward stage-wise rank boosting to select features.
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We use the same technique as that in [15] for authentication of painting. We select
the discriminatory features by maximizing the area under the ROC curve. Once the
features are selected, we use a simple thresholding rule to authenticate the paintings.
Our test is on the dataset with 79 paintings. Numerical results show that we can
achieve 88.61% classification accuracy, which is the best result reported for van Gogh
paintings authentication so far.

This paper is organized as follows. Section 2 introduces the van Gogh dataset
we used for art authentication. Section 3 introduces the features we extract, which
are based on two simple statistics of the HSI information and their corresponding
first order derivatives and curvature images. Sections 4 shows how to select the most
discriminatory features among the features we constructed and how to use them for
authentication. Numerical results are shown in Section 5. We draw a conclusion in
Section 6.

2. Dataset. In the dataset, there are 79 digitalized impressionist and post im-
pressionist paintings with different sizes. The smallest one is 1452-by-833 pixels and
the largest one is 5614-by-7381 pixels. Among the 79 paintings, 64 paintings belong
to van Gogh himself and the remaining 15 paintings are by his contemporaries. The
paintings by van Gogh are mainly from different periods of van Gogh, including the
Paris, Arles, and Saint-Remy periods, as well as 4 paintings from Auver-Sur-Oise
days, a few months before his death. In the following, we will abbreviate them as
vG (van Gogh) and nvG (non-van Gogh) paintings respectively. The 15 paintings by
his contemporaries are very similar to the 64 van Gogh’s artworks, with 6 of them
historically attributed to van Gogh, but have been known to be fakes now. Table 1
lists these six once-debatable paintings, which are regarded as difficult examples for
stylometric analysis.

ID Title Date and place

f233 View of Montmartre with quarry Paris, Late 1886

f253 Still life with a bottle, Two glasses cheese and bread Paris, Spring 1886

f253a A plate of rolls Paris, first half of 1887

f278 Vase with poppies, cornflowers peonies Paris, Summer 1886

f418 Family: Onésime Comeau/Marie-Louise Duval Jan., 1890

f687 Reaper with sickle (after Millet) Saint-Remy Sep., 1889

Table 1

The 6 paintings which were once wrongly attributed to van Gogh in history.

All images are scaled to [0, 1] with double precision. As noted in [20, 15], the edges
of the canvas in the paintings may not be useful information for art authentication,
and hence we have excluded these edges in our numerical experiments adaptively. We
use the Prewitt method [21] to detect edges by the Prewitt approximation to the
derivative. Figure 1 visualize the van Gogh painting f607 in Subfigure 1(a) and the
fake f418 in Subfigure 1(b). The displayed paintings was downsampled due to the
privacy.

In the following we focus on art authentication method to automatically classify
the 79 paintings into vG and nvG.

3. Feature extraction. As the first step of art authentication, it is of great
importance to extract efficient features. In image processing, the HSI color space is a
very important, attractive color model. it represents colors similarly how the human
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(a) f607 (b) f418

Fig. 1. The van Gogh painting f607 and the fake f418.

eye senses colors [11]. Instead of the grayscale used in [9, 20, 15], we convert them to
HSI color space for each painting. At the same time, image gradients and curvatures
are very useful in image processing and machine learning, such as [18, 1, 25]. Image
gradients (the first order derivative of image in x and y directions) are used to detect
edges and curvature images are to describe a shape. In this paper, we convert each
painting from RGB color space to HSI space. For each component of H, S and I,
we compute the corresponding gradient images in x and y and curvature images
[22]. As discovered before, moment statistics [15, 8, 17] are very successful for art
authentication. Here we calculate their H, S, I information and the corresponding first
order derivatives and curvature images together and use some simple statistics of them
as our features. In the following, we will review how to calculate the 2D curvature
image in Subsection 3.1 and introduce the features we extracted in Subsection 3.2.

3.1. Curvature image. Let us consider a two-dimensional image which is given
by a continuous bounded mapping f : R2 → R. That is, f(x, y) is the value at position
(x, y). Suppose fx(x, y) and fy(x, y) are the image gradients in the x and y directions
respectively, then the contour normal to the image gradients is

N(x, y) =
1√

f2
x + f2

y

(
fx
fy

)
.

The image curvature [22] is defined as the negative divergence of normal concour.
That is,
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In general, curvature is sensitive to noises [7]. There is a necessity to smooth the
image first. One of the most widely used methods [24] for smoothing f is to regard it
as the initial state of a homogeneous linear diffusion process:

∂tu = �u
u(x, y, 0) = f(x, y)

. (1)

The solution of (1) is

u(x, y, t) =

{
f(x, y), t = 0,
(τ√2t ∗ f)(x, y), t > 0,

(2)

where τσ = 1
2πσ2 · exp

(
−x2+y2

2σ2

)
. Notice that the equation in (2) when t > 0, the

solution of (1) is a convolution with Gaussian filtering.

3.2. Features. The HSI color space is a very important and attractive color
model for image processing application, because it represents colors similarly to how
the human eye senses them [11]. In HSI color space, we can consider each component
(hue, saturation, and lightness (or luminosity)) as a two-dimensional matrix (image).
For the given i-th (1 ≤ i ≤ 79) color painting with size ri×si×3, letM (i,p,H), M (i,p,S),
M (i,p,I) be the hue, saturation and lightness of the i-th painting, respectively and the
corresponding first order derivatives in x and y be M (i,x,H), M (i,x,S), M (i,x,I) and
M (i,y,H), M (i,y,S), M (i,y,I). As stated before, it is necessary to smooth the image
before computing the curvature images because of the sensitivity to noise [7]. We
choose a linear diffusion process, which corresponds to a Gaussian filtering [24]. Let
M̃ (i,p,H), M̃ (i,p,S), M̃ (i,p,I) be the corresponding matrices of the three components
after smoothing. That is, the smoothed image of M (i,p,T ) with T = H, S or I is

M̃ (i,p,T ) = τ ∗M (i,p,T ),

where τ is a Gaussian filter. Then we calculate the curvature images of M̃ (i,p,H),
M̃ (i,p,S), M̃ (i,p,I). The corresponding curvature image is

M (i,c,T ) = div ·
(
N(M̃ (i,x,T ), M̃ (i,y,T ))

)
,

where M̃ (i,x,T ) and M̃ (i,y,T ) are the first derivatives in x and y directions, respec-
tively. Therefore, there are 12 corresponding matrices M (i,p,H), M (i,p,S), M (i,p,I),
M (i,x,H), M (i,x,S), M (i,x,I), M (i,y,H), M (i,y,S), M (i,y,I), M (i,c,H), M (i,c,S), M (i,c,I)

corresponding to the i-th painting, 1 ≤ i ≤ 79.
Moment statistics are used successfully to extract features in art authentication

[15, 8, 17]. Following [15], we use the statistics of the above 12 matrices for each
painting. Instead of all the 3 simple statistics used in [15], we focus on two of them:
(i) the mean of the entries in the coefficient matrix, (ii) the percentage of the “tail
entries” which are those entries that are more than one standard deviation from the
mean. More precisely, suppose the matrix

M (i,t,T ) =

⎛
⎜⎜⎜⎜⎝
m
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11 m
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with t = p, x, y or c and T = H, S or I.
1. The mean of the entries in the coefficient matrix M (i,t,T ) is

μ(i,t,T ) =
1

risi

ri∑
l=1

si∑
k=1

m
(i,t,T )
lk .

2. The percentage of the tail entries is

η(i,t,T ) = #
(
M̂ (i,t,T )

)
/(risi),

where #
(
M̂ (i,t,T )

)
is the number of nonzero entries in the tail matrix M̂ (i,t,T ) with

the (l, k)-th entry

m̂
(i,t,T )
l,k =

{
m

(i,t,T )
l,k if |m(i,t,T )

l,k − μ(i,t,T )| > σ(i,t,T ),

0 otherwise.

and σ(i,t,T ) is the standard deviation of M (i,t,T )

σ(i,t,T ) =

√√√√ 1

risi − 1

ri∑
l=1

si∑
k=1

(
m

(i,t,T )
lk

)2

.

Thus, the feature we extracted for the i-th painting is a 24-dimensional vector.

4. Authentication. In this Section, we will give the art authentication method
based on the features extracted above. As stated in [15], it is unlikely that all of
the features are discriminative in art authentication. It is necessary to exclude those
noisy features which may deteriorate the accuracy. We use the same technique as that
in [15], which is a supervised learning technique. For the sake of completeness, we
will give the feature selection method based on a forward stage-wise rank boosting to
select features in Subsection 4.1, which is followed by the classification rule and how
to use this rule to give one authentication result for testing data in Subsection 4.2.
For more details about this method, we refer the reader to [15].

4.1. Forward stage-wise feature selection procedure. In this section, the
forward stage-wise feature selection procedure [6, 10, 16] is described to select a good
feature subset by the given training dataset.

In general, each artist has his (her) own style when painting. The brushstroke
movement for one artist will be highly consistent. The good feature are those that
can separate van Gogh’s paintings from those by his contemporaries. Therefore we
will select those features which make van Gogh’s paintings be highly concentrated
toward some center points while forgeries are spread as outliers. To be unification of
the training data, we do normalization to get X such that each column of X has a
unit standard deviation. Let TvG (respectively TnvG) be the set of vG (respectively
nvG) paintings in training data. For any feature subset F = {i1, · · · , i|F|}with |F|
the number of elements in the set F . Define XjF = (Xji1 , · · · , Xji|F|), i.e. XjF is
the j-th row of X restricted onto the index set F . Then the vG center w.r.t. F is
the mean vector of vG on F , i.e.

cF =
1

|TvG|
∑

j∈TvG

XjF (3)
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and the distance between the j-th painting and the vG center cF is

dFj = ‖XjF − cF‖2. (4)

For F to be a good feature set, dFj should be small for j ∈ TvG and large for j ∈ TnvG,
i.e. nvG should be far from the vG center and regarded as outliers. To quantitatively
measure any given F , we base on the theory of the ROC curve [26, 5, 4, 3]. We use
a binary classifier to label all the paintings by a simple threshold. That is, for any
number ρ, the painting will be labeled as van Gogh if the distance in (4) is smaller
than ρ, otherwise nvG. Thus, we can calculate the true positive rate and false negative
rate with respect to ρ. We obtain the ROC curve by plotting true positive rate versus
false negative rate for different ρ. The larger of the area under the ROC curve (AUC),
the better of the feature set F . The ideal case is that AUC equals one. That is, all
the nVG painting are much far away from the vG center. Therefore, the best feature
set F should be the one maximizing the AUC on F . Unfortunately, it is with an
exponential computational complexity due to the course of dimensionality.

We use forward stage-wise approach (see [6]) to maximize AUC(F), where
AUC(F) is the area under the ROC curve respect to the feature set F . We start
from the empty set F (0) = ∅ and then iterate. Suppose at the j-th iteration, we
already find F (j). In the (j + 1)-th iteration, we greedily select the next feature by

lj+1 = arg max
l �∈F(j)

AUC
(
F (j) ∪ {l}

)
,

and update F (j+1) = F (j) ∪ {lj+1}. We stop after k iterations.

(a) Hue for f607 (b) Curvature of Hue
for f607

(c) Hue for f418 (d) Curvature of Hue
for f418

Fig. 2. The visualization of the hue.

(a) Saturation (b) Curvature of Satu-
ration

(c) Saturation (d) Curvature of Satu-
ration

Fig. 3. The visualization of Saturation.

4.2. Classification and Validation. In the following, we give the classification
rule and how to use it to determine whether the left-out painting (testing painting)
is genuine or fake.
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Suppose G is the selected features, we already have (see (3) and (4)) the vG
center cG corresponding to G and the distance dGi of the i-th painting in the training
data to cG . If G is a good feature set, we expect dGi to be small for vG and large
for nvG. Therefore our classifier is based on a simple threshold δ by maximazing the
classification accuracy, such that paintings with dGi < δ will be classified into vGs, or
into nvGs otherwise.

With the classification threshold δ defined, now we are ready to classify the left-
out painting P . Let z ∈ R

k be the feature vector extracted from P restricted to the
feature set G. Then we normalize z to get z̃, i.e. we divide each entry in z by the
corresponding column standard deviation of X. Then the distance between the test
painting P and the vG center cG is d = ‖z̃− cG‖2. We now classify P as vG if d < δ,
or as nvG if otherwise.

5. Numerical results. In this section, we present some numerical results. In
Subsection 5.1, we visualize the HSI information and the corresponding curvature
images. In Subsection 5.2, we list the classification results with different numbers of
features selected and make a comparison with [15], which gave the best result for van
Gogh dataset classification reported so far.

5.1. Visualization. Recall that the features we use are some statistics of the
H, S, I of the paintings themselves in HSI color space, the corresponding first order
derivatives in x, y directions and curvature images. In the following, we will visualize
HSI information of the genuine van Gogh painting f607 and the fake painting f418
in our dataset, as well as their corresponding curvature images. Figure 2 is the
visualization of the hue corresponding to f607 and f418, where Subfigures 2(a) and
2(b) are the hue for the genuine painting f607 and its curvature image and Subfigures
2(c) and 2(d) are the hue for the fake painting f418 and its curvature image. Similarly,
Figures 3 and 4 are the visualizations of the saturation and lightness corresponding
to f607 and f418.

(a) Lightness (b) Curvature of
Lightness

(c) Lightness (d) Curvature of
Lightness

Fig. 4. The visualization of lightness.

5.2. Comparison. In this subsection, we try to give the yes-or-no answers to
evaluate the quality of separations between vGs and nvGs. To evaluate the quality
of the separation, we use supervised learning method based on the assumption that
van Gogh’s paintings will be highly concentrated towards some center point while
forgeries are spread as outliers. We test our method on 79 paintings (64 vG and 15
nvG) in our dataset by leave-one-out cross-validation procedure. That is, we use one
painting as the testing data and the remaining 78 paintings as the training data. We
repeat the procedure 79 times such that each painting is used once as the testing data.
Table 2 gives the true positive (TP), true positive rate (TPR), true negative (TN),
true negative rate (TNR) and the accuracy with the number of selected features set



CURVATURE BASED AUTHENTICATION OF VAN GOGH PAINTINGS 277

to k = 1, · · · , 8. In the cases when k = 5 or k = 7, 62 out of 64 van Gogh paintings
are identified as genuine van Gogh painting and 8 out of 15 copies are identified as
forgeries. Here the classification accuracy is (62+8)/79=88.61%, which outperforms
the results reported in [15]. Table 3 gives the comparison results, where GTF the
geometric tight frame based method introduced by [15].

k TPR (TP) TNR (TN) accuracy (TP+TN)
1 90.62% (58) 46.67% (7) 82.28% (65)
2 93.75% (60) 40.00% (6) 83.54% (66)
3 92.19% (59) 40.00% (6) 82.28% (65)
4 92.19% (59) 40.00% (6) 82.28% (65)
5 96.88% (62) 53.33% (8) 88.61% (70)
6 95.31% (61) 46.67% (7) 86.08% (68)
7 96.88% (62) 53.33% (8) 88.61% (70)
8 92.19% (59) 60.00% (9) 86.08% (68)

Table 2

The classification results with k features selected.

methods TPR (TP) TNR (TN) accuracy (TP+TN)
Our method 96.88% (62) 53.33% (8) 88.61% (70)

GTF 93.75% (60) 53.33% (8) 86.08% (68)

Table 3

Comparison of the classification results.

Besides the two statistics used in this paper (see Subsection 3.2, we use 24-
dimentional vector to represent a painting), the standard deviation is also used in
[15]. Table 4 is the result provided by the features with the standard deviation added.
That is, each painting is represented as a 36-dimensional vector. It can be seen that
performance is not good as that in Table 2 for art authentication with the standard
deviation features added. Without those features from the standard deviation, our
method can give a better result. Thus, exclusion of standard deviation gives better
results. Moreover in [15], the authors pointed out the features on standard deviation
are not selected at all when selecting the effective features for art authentication.

6. Conclusion. In this paper, we have proposed a curvature based method for
art authentication of van Gogh paintings. In general, curvature is a useful tool to
describe the shape information. There are many applications in image processing and
machine learning for curvature images. We use it here to capture the brushstroke in
the paintings. Instead of grayscale images, we convert from RGB to HSI color space
for each painting. In order to extract features, we use two simple statistics of the
three parts: (i) H,S, I information, (ii) the corresponding first order derivatives in x
and y directions and (iii) the corresponding curvature images. As stated before, it is
expected that not all of the extracted features are discriminative for art authentication
of paintings (such as van Gogh paintings). In order to exclude those features which
may deteriorate the accuracy, we select some features which are highly concentrated
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k TPR (TP) TNR (TN) accuracy (TP+TN)
1 95.31% (61) 13.33% (2) 79.75% (63)
2 93.75% (60) 40.00% (6) 83.54% (66)
3 90.62% (58) 53.33% (8) 83.54% (66)
4 93.75% (60) 40.00% (6) 83.54% (65)
5 96.88% (62) 46.67% (7) 87.34% (69)
6 92.19% (59) 46.67% (7) 83.54% (66)
7 92.19% (59) 46.67% (7) 83.54% (66)
8 90.62% (58) 53.33% (8) 83.54% (66)

Table 4

The classification results with k features selected with the standard deviation features added.

toward some center points for van Gogh paintings while forgeries are spread as outliers.
Our method can give a 88.61% accuracy, which is better than the state-of-the-art art
authentication method reported so far.

For the future directions, one is to use some new techniques, such as deep learning,
to extract new effective features and then do classification. Another one will be some
applications in image processing, giving a visualization to guide the art experts.
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