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Diophantine approximation with

nonsingular integral transformations

Shrikrishna Dani and Arnaldo Nogueira

Let Γ be the multiplicative semigroup of all n× n matrices with
integral entries and positive determinant. Let 1 ≤ p ≤ n− 1 and
V = R

n ⊕ · · · ⊕ R
n (p copies). We consider the componentwise ac-

tion of Γ on V . Let x ∈ V be such that Γx is dense in V . We discuss
the effectiveness of the approximation of any target point y ∈ V by
the orbit {γx | γ ∈ Γ}, in terms of ||γ||, and prove in particular that
for all x in the complement of a specific null set described in terms
of a certain Diophantine condition, the exponent of approximation
is (n− p)/p; that is, for any ρ < (n− p)/p, ||γx− y|| < ||γ||−ρ for
infinitely many γ.

1. Introduction

Let M(n,R), n ≥ 2, denote the algebra of all n× n matrices (aij) with
entries aij in R, and Γ be the multiplicative semigroup of all matrices in
M(n,R) with integral entries and positive determinant. Let 1 ≤ p ≤ n− 1
and R

(n,p) = R
n ⊕ · · · ⊕ R

n (p copies), equipped with the Cartesian product
topology. Consider the action of Γ on V , given by the natural action on each
component, by matrix multiplication on the left. Then for x = (x1, . . . , xp) ∈
R
(n,p), the Γ-orbit is dense in R

(n,p) if and only if there exists no linear
combination

∑p
j=1 λjxj , where λj ∈ R for all j and λj ̸= 0 for some j, which

is a rational vector in R
n; in fact the assertion holds also for the orbit of

the subgroup SL(n,Z) that is contained in Γ (see [3]; also [2] for the case
p = 1), and is implied by it.

When x is such that the Γ-orbit is dense, given y ∈ R
(n,p) and ϵ > 0 one

may ask for γ ∈ Γ such that ||γx− y|| < ϵ, with a bound on ||γ|| in terms of
ϵ. There has been considerable interest in the literature in effective results
of this kind, for various group actions. In particular it was shown in [9],
for n = 2, that given an irrational vector x in R

2 and any target vector
y ∈ R

2 there exist a constant C = C(x,y) and infinitely many γ in SL(2,Z)
such that ||γx− y|| ≤ C||γ||−

1

3 ; there are also stronger results proved in [9]
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under some restrictions on y, which we shall not go into here; see also [4],
[5],[7], [8], [11], and [12], for analogous results for various actions; it may
be mentioned that while these works address this question of exponents in
many contexts, they however do not cover the setup that is dealt within this
paper. Here we describe some results along this theme for the action of Γ
as above; for the case n = 2 the result is stronger in import than the result
recalled above for SL(2,Z), in the sense that for almost all initial points
x ∈ R

2 the corresponding statement holds for all ρ less than 1, in place of
ρ = 1

3 for SL(2,Z); see also Remark 4.3.
In the sequel we denote by M(n,Z) the subring of M(n,R) consisting

of all matrices with entries in Z. For any x = (x1, . . . , xp) ∈ R
(n,p), where

1 ≤ p ≤ n− 1, the maximum of the absolute values of the coordinate entries
of xj , 1 ≤ j ≤ p, is called the norm of x and will be denoted by ||x||; for a
matrix ξ ∈ M(n,R), the norm ||ξ|| is defined to be the norm of the n-tuple
formed by its column vectors, or equivalently the maximum of the absolute
values of the entries. For any ξ ∈ M(n,R) and a p-tuple x = (x1, . . . , xp) ∈
R
(n,p) we denote by ξx the p-tuple (ξx1, . . . , ξxp).
We prove the following:

Theorem 1.1. Let 1 ≤ p ≤ n− 1 and x = (x1, . . . , xp) ∈ R
(n,p), with

x1, . . . , xp linearly independent vectors in R
n. Let 0 ≤ φ <

1

np− 1
be such

that

(1.1) inf
ω∈M(n,Z)\{0}

||ωx||p||ω||(n−p)(1+ϕ) > 0,

and let ψ =
p

n− p
·
1 + n(n− p)φ

1− (np− 1)φ
. Then for any y ∈ R

(n,p) and ϵ ∈ (0, 1)

there exists a γ ∈ Γ such that

(1.2) ||γx− y|| < ϵ and ||γ|| < ϵ−ψ.

It is easy to see that for any x = (x1, . . . , xp) for which condition (1.1)
holds the subspace of Rn spanned by x1, . . . , xp contains no nonzero rational
vector.

It would be instructive to understand when condition (1.1) holds, in
terms of classical notions in Diophantine approximation. Towards this we
introduce the following definition.



✐

✐

“2-Nogueira” — 2022/8/11 — 2:00 — page 1663 — #3
✐

✐

✐

✐

✐

✐

Diophantine approximation 1663

Definition 1.2. Let 1 ≤ p ≤ n− 1 and x ∈ R
(n,p). We define the homoge-

neous exponent of x, denoted by h(x), to be the infimum of u for which there
exists a c > 0 such that ||ωx|| > c||ω||−u for all ω ∈ M(n,Z)\{0}.

We note that a x = (x1, . . . , xp) ∈ R
(n,p) with x1, . . . , xp linearly inde-

pendent, as above, can be realised, up to a permutation of the indices, as

a matrix

(

ξθ
θ

)

, where ξ is a real (n− p)× p matrix and θ a real nonsingu-

lar p× p matrix. It turns out that then the homogeneous exponent h(x) as
above coincides with the exponent of ξ in the classical sense; see Proposi-
tion 4.1.

Corollary 1.3. Let 1 ≤ p ≤ n− 1. Let x = (x1, . . . , xp) ∈ R
(n,p), with

x1, . . . , xp linearly independent vectors in R
n, be such that h(x) <

n(n− p)

np− 1
and y ∈ R

(n,p). Let

φ0 =
p

n− p
h(x)− 1 and ψ0 =

p

n− p
·
1 + n(n− p)φ0

1− (np− 1)φ0
.

Then for any ψ > ψ0 and any ϵ ∈ (0, 1) there exists a γ ∈ Γ such that

||γx− y|| < ϵ and ||γ|| < ϵ−ψ.

Consequently, if y /∈ Γx then for all ρ < 1/ψ0 there exist infinitely many

γ ∈ Γ such that ||γx− y|| < ||γ||−ρ.

In analogy with the classical notion of very well approximable vectors
we shall say that x ∈ R

(n,p) is projectively very well approximable if h(x) is
greater than (n− p)/p; see § 4 for details. From the correspondence with the
classical situation noted above, viz. from Proposition 4.1, it follows that the
set of projectively very well approximable p-tuples x has Lebesgue measure
0 in R

(n,p). For convenience we shall also present a direct proof of this state-
ment (see Proposition 4.2). For the tuples that are not projectively very well
approximable we have the following.

Corollary 1.4. Let 1 ≤ p ≤ n− 1 and ρ < (n− p)/p. Then for any x =
(x1, . . . , xp) ∈ R

(n,p) such that x1, . . . , xp are linearly independent and x is

not projectively very well approximable, and thus for almost all x, the fol-

lowing holds: for any ρ < (n− p)/p and y /∈ Γx there exist infinitely many

γ ∈ Γ such that

||γx− y|| < ||γ||−ρ.
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Corollary 1.4 means, in common parlance (see § 5 for details), that for
x,y as in the Corollary the exponent of approximation of the action associ-
ated to the pair (x,y) is at least (n− p)/p. We shall also show that

Theorem 1.5. For almost all x,y in R
(n,p) the exponent is exactly (n−

p)/p.

The paper is organized as follows. In the next section we prove a result
on intersections of affine lattices with certain special sets being nonempty,
on which the proof of the main theorem is based. Theorem 1.1 is proved
in § 3. In § 4 we discuss the relation between the homogeneous exponent
and the classical exponents, and related issues of approximability, and prove
Corollaries 1.3 and 1.4. Theorem 1.5 is proved in § 5.

2. A result on affine lattices in R
d

Towards the proof of Theorem 1.1 we first prove in this section a result
on intersection of affine lattices in R

d with parallelepipeds, Proposition 2.1.
The proof of the proposition is by application of Theorem IV of [13]. Here
we consider R

d as a d-dimensional vector space over R, with a fixed basis
{e1, . . . , ed}. We denote by Z

d the lattice consisting of integral vectors with
respect to the basis {e1, . . . , ed}.

Proposition 2.1. Let V = R
d, with d ≥ 3, and let V1 and V2 be vector

subspaces of V of dimensions d1 ≥ 2 and d2 ≥ 1 such that V = V1 ⊕ V2.

Suppose that there exist δ ∈

(

0,
d2

d1 − 1

)

and 0 < κ ≤ 1 such that for any

z = u+ w ∈ Z
d\{0}, with u ∈ V1 and w ∈ V2,

(2.1) ||u||d1 ||z||d2+δ > κ,

and let χ = d1(1 + δ)/(d2 − d1δ + δ). Let R1 and R2 be compact convex sub-

sets of V1 and V2 respectively, with nonempty interiors in the respective

subspaces, and for all s, t > 0 let

Ω(s, t) = {v = u+ w ∈ R
d | u ∈ sR1, w ∈ tR2}.

Then there exist constants σ > 0 and ϵ0 > 0 such that for all 0 < ϵ < ϵ0 and

all v ∈ R
d, Ω(ϵ, σϵ−χ) ∩ (v + Z

d) ̸= ∅.

Proof. The statement is independent of the norm, and hence by modifying
the norm, for convenience, we may assume that for any u ∈ V1 and v ∈ V2 we
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have ||u+ v|| = max{||u||, ||v||}, and that R1 and R2 are contained in B(0, 12),
the open ball in R

d with radius 1
2 and center at 0.

Let ℓ be the Lebesgue measure on V such that {
∑d

j=1 tjej | tj ∈ [0, 1]
for all j} has measure 1. We note that if E is a compact subset such that
the set of differences E − E := {x− y | x, y ∈ E} contains no nonzero point
of Zd then ℓ(E) < 1.

Now let 0 < a < κ be arbitrary and S = Ω(a, κa−d1/(d2+δ)) and S′ = S −
S. Consider any y = u+ w ∈ S′, with u ∈ V1 and w ∈ V2. If ||y|| = ||w|| then

||u||d1 ||y||d2+δ = ||u||d1 ||w||d2+δ < ad1(κa−d1/(d2+δ))d2+δ = κd2+δ ≤ κ,

while on the other hand if ||y|| = ||u|| then we have ||u||d1 ||y||d2+δ = ||u||d1+d2+δ <
κ. Hence by the condition in the hypothesis S′ does not contain any nonzero
element of Zd. Since S is a compact subset, by the observation above this
implies that ℓ(S) < 1.

Let m = [ℓ(S)−1] + 1, the smallest integer exceeding ℓ(S)−1. Then by
[13], Theorem IV, page 9, mS ∩ (v + Z

d) ̸= ∅ for all v ∈ R
d. We shall deduce

from this the desired assertion as in the Proposition.
Let l1 and l2 denote the Lebesgue measures on V1 and V2 respectively

such that l1(R1) = l2(R2) = 1. There exists λ > 0 such that ℓ = λ(l1 × l2).
Then we have

ℓ(S) = λad1 · (κa−d1/(d2+δ))d2 = θad1δ/(d2+δ),

where θ = λκd2 . Asm = ℓ(S)−1 and l(S) < 1, we havem < 2(θad1δ/(d2+δ))−1.
It follows that the set mS, which equals Ω(ma,mκa−d1/(d2+δ)), is contained
in the set

Ea := Ω(2θ−1a
1−

d1δ

d2+δ , 2θ−1κa
−

d1(1+δ)

d2+δ ),

and hence Ea also intersects v + Z
d nontrivially for all v ∈ R

d, for each
a ∈ (0, κ).

We now show that the desired assertion holds for the choices

σ = 2κθ−(1+χ) and ϵ0 = θ−1κ
1−

d1δ

d2+δ ;

to that end we prove that for any ϵ ∈ (0, ϵ0) there exists a ∈ (0, κ) such
that the set Ea as above is contained in Ω(ϵ, σϵ−χ), which by the preceding
observation yields the desired conclusion. Let ϵ ∈ (0, ϵ0) be given. Since d1 >
1 and δ < d2

d1−1 , d1δ < d2 + δ and hence there exists 0 < a < κ such that
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θ−1a
1−

d1δ

d2+δ = ϵ. For this choice of a we have

2θ−1κa
−

d1(1+δ)

d2+δ = σθχa
−

d1(1+δ)

d2+δ = σϵ−χa
(1−

d1δ

d2+δ
)χ
a
−

d1(1+δ)

d2+δ = σϵ−χ,

as χ = d1(1+δ)
(d2−d1δ+δ)

. Applying the observation above for this a we get that the

corresponding set Ea is contained in Ω(ϵ, σϵ−χ) and consequently Ω(ϵ, σϵ−χ)
∩ (v + Z

d) is nonempty for all v ∈ R
d. This proves the proposition. □

3. Proof of Theorem 1.1

The proof will be by application of the Proposition 2.1 to the vector space
V = M(n,R), realized as Rd with d = n2, and Z

d identified with M(n,Z).
We follow the notation as in the statement of the theorem. Let x1, . . . , xp ∈
R
n be as in the hypothesis and let xp+1, . . . , xn ∈ R

n be chosen so that
x1, . . . , xn are linearly independent.

For each i, j ∈ {1, . . . , n} let βij ∈ M(n,R) be the matrix such that for
all k ∈ {1, . . . , n}, βijxk = xi if k = j and 0 otherwise. For each j = 1, . . . , n
let Sj be the subspace of M(n,R) spanned by {βij | i = 1, . . . , n}. Let V1 =
∑p

j=1 Sj and V2 =
∑n

j=p+1 Sj . Then V1 and V2 are vector subspaces, and
as x1, . . . , xn are linearly independent it follows that V1 and V2 are of di-
mensions d1 = np and d2 = n(n− p) respectively and V = V1 ⊕ V2. On V
we define a (new) norm || · ||V by setting

||ξ||V = max
1≤j≤n

||ξxj ||, for all ξ ∈ M(n,R).

By linear independence of x1, . . . , xn there exists a c ≥ 1 such that for all
ξ ∈ M(n,R),

(3.1) c−1||ξ|| ≤ ||ξ||V ≤ c||ξ||.

We note also that for ξ = v1 + v2 with v1 ∈ V1 and v2 ∈ V2, we have

(3.2) ||v1||V = max
1≤j≤n

||v1xj || = max
1≤j≤p

||ξxj || = ||ξx||.

Now let φ be as in the hypothesis of the theorem and let δ = n(n− p)φ.
Then δ ∈ (0, d2/(d1 − 1)). By condition (1.1) there exists κ1 > 0 such that

(3.3) ||ωx||np||ω||n(n−p)(1+ϕ) > κ1 for all ω ∈ M(n,Z)\{0}.

We recall that np = d1 and n(n− p)(1 + φ) = n(n− p) + δ = d2 + δ. In view
of (3.1) and (3.2), (3.3) therefore implies that there exists a constant κ > 0
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such that for ω ∈ M(n,Z)\{0}, if ω = v1 + v2, with v1 ∈ V1 and v2 ∈ V2,
then

||v1||
d1
V ||ω||d2+δV > κ for all ω ∈ M(n,Z)\{0}.

Hence condition (2.1) in the hypothesis of Proposition 2.1 is satisfied for V1,
V2 and δ as above. We note that in this case χ as in the Proposition is given
by

χ =
d1(1 + δ)

d2 − d1δ + δ
=

np(1 + n(n− p)φ)

n(n− p)(1− (np− 1)φ))
=

p

n− p
·
1 + n(n− p)φ

1− (np− 1)φ
= ψ,

with the last term ψ as defined in the statement of the theorem. We shall
apply the conclusion of the Proposition in this case for the choices of compact
subsets as described below.

Now let y = (y1, . . . , yp), yj ∈ R
n, j = 1, . . . , p, be given. Let q be the

rank of (y1, . . . , yp), namely the maximal number of linearly independent
yj ’s; by re-indexing we shall assume, as we may, that y1, . . . , yq are linearly
independent.

We shall now first consider the case with yj = 0 for all j = q + 1, . . . , p.
Let U and W be the subspaces defined by

U =

q
∑

j=1

Sj and W =

p
∑

j=q+1

Sj ;

we note that V1 = U +W .
Now let g0 ∈ M(n,R) be the (unique) element such that g0xj = yj for

all j = 1, . . . , p and g0xj = 0 for j = p+ 1, . . . , n. Then g0 ∈ V1. Let g0 =
g1 + g2 be its decomposition with g1 ∈ U and g2 ∈W . Let

Θ =







n
∑

j=1

uj ∈ M(n,R) | uj ∈ Sj and ||uj || <
1

n







.

Since by assumption y1, . . . , yq are linearly independent, g1 has rank q. We
can choose η ∈W ∩Θ with rank n− q, so that det(g1 + η) ̸= 0, and by
adjusting the sign in one of the columns of η we can further arrange so
that det(g1 + η) > 0. Using the continuity of the determinant function we
conclude that there exist neighbourhoods N and K of 0 in U and W respec-
tively, such that det(g1 + ϕ+ η + ψ) > 0 for all ϕ ∈ N and ψ ∈ K; we shall
further choose N and K to be compact and convex, contained in Θ, and
such that −η /∈ K; we note that since the rank of η is n− q, in particular it
is a non-zero element.
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Let η =
∑n

j=q+1 ηj , with ηj ∈ Sj , be the decomposition of η as above.
For each j = 1, . . . , n let Ij be a compact convex subset of Sj satisfying the
following conditions:

i) for j = 1, . . . , q, Ij is a compact neighbourhood of 0 in Sj , contained
in 1

nN ;
ii) if j = q + 1, . . . , n, Ij is a compact neighbourhood of ηj in Sj , con-

tained in ηj +
1
nK.

For application of Proposition 2.1 we now choose R1 =
∑p

j=1 Ij and
R2 =

∑n
j=p+1 Ij . We note that R1, and R2 are compact convex subsets of

V1 and V2, with nonempty interior in the respective subspaces. Thus the
condition in the proposition is satisfied for R1, R2. As in Proposition 2.1, for
any positive real numbers s, t let

Ω(s, t) = {v = v1 + v2 | v1 ∈ sR1,v2 ∈ tR2}.

Then by the proposition there exist constants σ > 0 and ϵ0 > 0 such that
for any ϵ ∈ (0, ϵ0) and w ∈ R

d we have Ω(ϵ, σϵ−ψ) ∩ (w +M(n,Z))) ̸= ∅.We
shall also assume, as we may that σ ≥ ϵ1+a0 .

We choose w = −g1. Let ϵ ∈ (0, ϵ0) be given. Then Ω(ϵ, σϵ−ψ) ∩ (−g1 +
M(n,Z)) ̸= ∅, and hence there exist θ ∈ Ω(ϵ, σϵ−ψ) and γ ∈ M(n,Z) such
that θ = −g1 + γ. Let θ =

∑n
j=1 θj , where θj ∈ Sj be the decomposition of

θ in R
d. Then from the definition of the sets we get that for θj ∈ ϵIj for all

j = 1, . . . , p and θj ∈ σϵ−ψIj for j = p+ 1, . . . , n.
We now show that the inequalities (1.2) as in the theorem hold for this

γ. Consider first 1 ≤ j ≤ p. The choice of g1 as the U -component of g0,
implies that g1xj = yj if j = 1, . . . , q and g1xj = 0 if j = q + 1, . . . n. Also,
by assumption we have yj = 0 for j = q + 1, . . . , p. Together this implies that
yj = g1xj for all j = 1, . . . , p. Also, for these j we have θj ∈ ϵIj ⊂ ϵΘ, and
hence ||θj || < ϵ/n. Thus

||γxj − yj || = ||γxj − g1xj || = ||(γ − g1)xj ||(3.4)

= ||θxj || = ||θjxj || ≤ n||θj ||||xj || < ϵ,

as ||xj || = 1. Now consider p+ 1 ≤ j ≤ n. Then we have g1xj = 0, so γxj =
θxj = θjxj and since θj ∈ σϵ−ψIj ⊂ σϵ−ψΘ we get

(3.5) ||γxj || = ||θjxj || ≤ nσϵ−ψ||θj ||||xj || < σϵ−ψ,

since ||xj || = 1. Since by choice σ ≥ ϵ1+a, the inequalities (3.4) and (3.5)
together imply also that ||γ|| < σϵ−ψ. This shows that the inequalities (1.2)
in the statement of the theorem hold for the matrix γ ∈ M(n,Z).
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We shall now show that γ ∈ Γ, namely that det γ > 0. Consider the
element

γ′ = g1 +

q
∑

j=1

θj +

p
∑

j=q+1

ϵ−1θj +

n
∑

j=p+1

σ−1ϵaθj .

For j = 1, . . . q, θj ∈ Ij ⊂
1
nN , and since N is a convex neighbourhood of

0 in U it follows that
∑q

j=1 θj ∈ N . For j = q + 1, . . . , p we have ϵ−1θj ∈

Ij ⊂ ηj +
1
nK, and similarly for j = p+ 1, . . . , n, σ−1ϵaθj ∈ Ij ⊂ ηj +

1
nK.

Recalling that K is a convex neighbourhood of 0 in W we deduce from this
that

p
∑

j=q+1

ϵ−1θj +

n
∑

j=p+1

σ−1ϵaθj ∈
n
∑

j=q+1

ηj +K = η +K.

Altogether we get that γ′ is an element of the form g1 + ϕ+ η + ψ, with
ϕ ∈ N and ψ ∈ K. By the choices ofN andK this implies that det γ′ > 0. We
now note that γxj = γ′xj for j = 1, . . . , q, γxj = ϵγ′xj for j = q + 1, . . . , p
and γxj = σϵ−ψγ′xj for j = p+ 1, . . . , n. Since x1, . . . , xn is a basis of Rn

this implies that det γ = ϵp−q · σn−pϵ−(n−p)a det γ′, showing that det γ > 0 as
sought to be proved. This proves the theorem in the case under consideration,
namely when yj = 0 for j = q + 1, . . . , p.

Now consider the general case, with yj possibly nonzero for q + 1 ≤ j ≤
p. Let y0 = (y1, . . . , yq, 0, . . . , 0), (with p− q zeros inserted). There exists a
nonsingular p× p matrix θ such that y = y0θ. Let x̃ = xθ−1. It is straight-
forward to see that the condition in Theorem 1.1 involving (1.1) holds for x̃
in place of x. Applying the special case as above to x̃, with y0 in place of y,
we get that there exists a constant σ such that for any ϵ ∈ (0, 1), there ex-
ists γ ∈ Γ such that ||γx̃− y0|| < ϵ and ||γ|| ≤ σϵ−ψ. There exists a constant
α ≥ 1 such that for any n× p matrix ξ, ||ξθ|| ≤ α||ξ||, and thus we get

||γx− y|| = ||γx̃θ − y0θ|| ≤ α||γx̃− y0|| < αϵ and ||γ|| < σϵ−ψ.

Choosing such a γ for ϵ/α in place of ϵ we get γ such that ||γx− y|| < ϵ and
||γ|| < Cϵ−ψ where C = σαψ. This proves the assertion in the theorem in the
general case as well. □

4. Homogeneous exponents and projective approximability

Let 1 ≤ p ≤ n− 1 and q = n− p. For any natural numbers k, l we denote by
Z
(k,l) the lattice in R

(k,l) (notation as in § 1) consisting of elements whose
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coordinates are integers. We recall that for any ξ ∈ R
(q,p) the Diophantine

exponent e(ξ), in the classical sense, is the supremum of all a such that

inf
β∈M(p,Z)

||αξ + β|| < ||α||−a for infinitely many α ∈ Z
(p,q).

Let ξ ∈ R
(q,p) be given. For α ∈ Z

(p,q) we define

d(α) = inf
β∈M(p,Z)

||αξ + β||.

We note that if for some a, there exists c > 0 such that d(α) > c||α||−a

for all α ∈ Z
(p,q) \ {0} then a > e(ξ), and conversely if a > e(ξ) then there

exists c > 0 such that d(α) > c||α||−a for all α ∈ Z
(p,q) \ {0}. Thus e(ξ) is

the infimum of a such that for some c > 0 we have d(α) > c||α||−a for all
α ∈ Z

(p,q) \ {0}.

Proposition 4.1. Let ξ ∈ M(q × p,R), θ ∈ GL(p,R), and x =

(

ξθ
θ

)

. Then

h(x) = e(ξ). In particular x is projectively very well approximable if and only

if ξ is very well approximable.

Proof. It is easy to see that the homogeneous exponents of

(

ξθ
θ

)

and

(

ξ
I

)

,

where I is the p× p identity matrix, are the same. Hence we may assume,
as we shall, that θ = I.

We now write ω ∈ M(n,Z) \ {0} in the form (α, β), with α ∈ M(q ×
p,Z) and β ∈ M(p,Z), expressed canonically. Let b ≥ 0 be arbitrary. It is
easy to see that

inf
ω∈M(n,Z)\{0}

||ωx||||ω||b = inf
α∈Z(p,q)\{0},β∈M(p,Z),||αξ+β||≤1

||αξ + β||||(α, β)||b.

When ||αξ + β|| ≤ 1 we have ||β|| ≤ ||αξ||+ 1 ≤ ||α||||ξ||+ 1 ≤ (||ξ||+ 1)||α||.
Hence we get that

(4.1) inf
α ̸=0

d(α)||α||b ≤ inf
ω∈M(n,Z)\{0}

||ωx||||ω||b ≤ (||ξ||+ 1) inf
α ̸=0

d(α)||α||b.

Then h(x) is by definition the infimum of b’s for which the middle term
in the above inequalities is positive, while by the observation preceding the
proposition the infimum of b’s for which the extreme terms are positive is
e(ξ). Hence we get that h(x) = e(ξ). This proves the first assertion in the
Proposition. The second assertion follows immediate from the first, since x
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being projectively very well approximable is defined by the condition that
h(x) > q/p, while ξ being very well approximable corresponds to e(ξ) >
q/p. □

It is well known that very well approximable matrices (viewed as vectors)
ξ in R

(q,p) form a set of Lebegue measure 0 in the latter space. From the
correspondence as above it follows that the set of projectively very well
approximable x form a set of 0 Lebesgue measure in R

(n,p). We include here
a direct proof of this for the convenience of the reader.

Proposition 4.2. Let 1 ≤ p ≤ n− 1. Then the set of x in R
(n,p) which are

projectively very well approximable has Lebesgue measure 0 in R
(n,p).

Proof. Let 1 ≤ p ≤ n and S = {x = (x1, . . . , xp) ∈ R
(n,p) | ||x|| ≤ 1}. We de-

note by ν be the restriction of the Lebesgue measure on R
(n,p) to S. Let

χ > 0 be given and let S′ = {x ∈ S | infM(n,Z)\{0} ||ωx||
p||ω||n−p+χ = 0}. To

prove the first assertion of the Proposition clearly it suffices to show that S′

has measure 0.
For r = 1, . . . , n let Mr denote the set of matrices in M(n,R) with

rank r, and Mr(Z) the subset consisting of all integral matrices in it. It is
straightforward to verify that there exists a constant c > 0 such that for all
ξ ∈ Mr with ||ξ|| = 1, for any θ > 0 we have

(4.2) ν({x ∈ S | ||ξx|| < θ}) ≤ cθrp.

For any ω ∈ M(n,Z) and ϵ ∈ (0, 1) let

S(ϵ, ω) = {x ∈ S | ||ωx||p||ω||n−p+χ < ϵ}.

Then for any ω ∈ Mr(Z)\{0} and x ∈ S(ϵ, ω) we have || ω||ω||x|| < ϵ||ω||−(n+χ)/p,

and hence by (4.2) we get

(4.3) ν(S(ω, ϵ)) ≤ c(ϵ||ω||−(n+χ)/p)rp ≤ cϵ||ω||−(nr+χ).

We fix 1 ≤ r ≤ n and for q ∈ N let

Nq = #{γ ∈ Mr(n,Z) | ||γ|| = q},

the cardinality of Nq. Then it follows from the second assertion in Theorem 1
of [6] that there exists a positive constant constant C = C(n, r) such that,
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for every q ∈ N,

(4.4) N1 + . . .+Nq−1 ≤ Cqnr log q.

Together with (4.3) and (4.4) this implies that for all r = 1, . . . , n and q ∈ N

we have

q
∑

k=1

∑

ω∈Mr(Z),||ω||=k

ν(S(ϵ, ω)) ≤

q
∑

k=1

Nk
cϵ

knr+χ
= cϵ

q
∑

k=1

Nk

knr+χ
.

Rewriting the right hand side of the preceding inequality we obtain

q
∑

k=1

Nk

knr+χ
=

q−1
∑

k=1

(N1 + . . .+Nk)

(

1

knr+χ
−

1

(k + 1)nr+χ

)

+
N1 + . . .+Nq

qnr+χ
.

Using the mean value Theorem, we get
1

knr+χ
−

1

(k + 1)nr+χ
<

1

knr+1+χ
,

thus

q
∑

k=1

Nk

knr+χ
≤

q−1
∑

k=1

(k + 1)nr log(k + 1)
1

knr+1+χ
+

(q + 1)nr log(q + 1)

qnr+χ

=

q−1
∑

k=1

(

1 +
1

k

)nr log(k + 1)

k1+χ
+

(

1 +
1

q

)nr log(q + 1)

qχ
.

Since χ > 0, this shows that
∑

ω∈M(n,Z)\{0} ν(S(ϵ, ω)) <∞. Hence by the
Borel-Cantelli lemma for almost all x ∈ S, x is contained in S(ϵ, ω) for at
most finitely many ω’s. Hence we get that ν(S′) = 0, as sought to be proved.

□

Proof of Corollary 1.3. : We follow the notation as in the hypothesis of the
Corollary. Let ψ > ψ0 be given. Then there exists φ ∈ (φ0, 1/(np− 1)) such

that ψ ≥
p

n− p
·
1 + n(n− p)φ

1− (np− 1)φ
. We note that

n− p

p
(1 + φ) > h(x). From

the definition of the homogeneous exponent h(x) this implies that condi-
tion (1.1) of Theorem 1.1 is satisfied for φ. The first statement in the corol-
lary therefore follows immediately from the theorem. Now suppose that
y /∈ Γx and let ρ < 1/ψ0 be given. Let ψ = 1/ρ, so ψ > ψ0. By the first
part, there exists a constant C ≥ 1 such that for every ϵ ∈ (0, 1) there exists
γ ∈ Γ satisfying ||γx− y|| < ϵ and ||γ|| < Cϵ−ψ; the latter condition implies
that ϵ < C1/ψ||γ||1/ψ ≤ C(n−p)/p||γ||−ρ, and hence ||γx− y|| < C(n−p)/p||γ||−ρ.
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Since y /∈ Γx, it follows that the set of γ obtained in this way (even corre-
sponding to a sequence of ϵ’s tending to 0) contains infinitely many distinct
elements. This proves the Corollary. □

Proof of Corollary 1.4. The corollary follows immediately from Corollary
1.3 and Proposition 4.2. □

Remark 4.3. In the case n = 2 and p = 1, namely the Γ-action on R
2,

Corollary 1.3 holds for x for which h(x) < 2. We recall that the result in
[9] for the SL(2,Z)-action is available for all points which are not multiples
of rational vectors, without the condition on exponents. Moreover, for x
for which h(x) ≥ 7

5 the value of ψ as in the conclusion exceeds 3, whereas
existence of solutions is assured with ψ = 3 by the result in [9] for the action
of SL(2,Z) and hence that of Γ. Thus for x with h(x) ≥ 7

5 , [9] offers better
results; however the set of x for which that happens has measure 0.

Extending further the correspondence as above, we now discuss the ana-
logue of badly approximable matrices, and their significance to our main
theorem.

Definition 4.4. Let 1 ≤ p ≤ n− 1 and x ∈ R
(n,p). We say that the matrix

x is projectively badly approximable if there exists a constant c(x) > 0 such
that ||ωx||p||w||n−p > c(x) for every ω ∈ M(n,Z)\{0}.

Badly approximable vectors have been a subject of much study. It would
be worth recalling here the following theorem (cf. [14]); see also the note at
the end of the section.

Theorem 4.5. For n, p ≥ 1, the set of badly approximable vectors in R
(n,p)

is a set of Lebesgue null measure, of Hausdorff dimension np.

Proposition 4.6. Let 1 ≤ p ≤ n− 1 and q = n− p. Let ξ ∈ R
(q,p) and θ ∈

GL(p,R). Then the n× p matrix

(

ξθ
θ

)

is projectively badly approximable if

and only if ξ is badly approximable.

Proof. We shall follow the pattern of the proof of Proposition 4.1. As in
that proposition it suffice to prove the assertion here when θ = I, the iden-
tity matrix, as we shall now assume. We shall follow the notation as in
Proposition 4.1. We note that x is projectively badly approximable if and
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only if

inf
ω∈M(n,Z)\{0}

||ωx||||ω||(n−p)/p > 0,

whereas ξ is badly approximable if and only if

inf
α ̸=0

d(α)||||α||(n−p)/p > 0.

The desired assertion therefore follows from the inequalities (4.1) as in the
proof of Proposition 4.1, for the value b = (n− p)/p. □

Note: W.M. Schmidt proved (see [14]), apart from Theorem 4.5 as above,
stronger results about the class of badly approximable systems of vectors,
in various respects. It should be evident to the interested reader that via
the connection described in Proposition 4.6, correspondingly stronger results
could be deduced for projectively badly approximable systems as introduced
above. We shall however not go into the details of this here.

5. Exponent of diophantine approximation

For x,y ∈ R
(n,p), where 1 ≤ p ≤ n− 1, following [1] and [9] we define the

exponent of approximation of the action of Γ, corresponding to the pair
(x,y), as

e(x,y) = sup

{

µ ∈ R | ||γx− y|| <
1

||γ||µ
for infinitely many γ ∈ Γ

}

.

In this section we prove the following result, which is a restatement of
Theorem 1.5 stated in the introduction.

Theorem 5.1. Let 1 ≤ p ≤ n− 1. Then, for Lebesgue almost every pair

(x,y) ∈ R
(n,p) × R

(n,p), e(x,y) = (n− p)/p.

Proof. As the set of pairs (x,y) such that y /∈ Γx is a set of full Lebesgue
measure in R

(n,p) × R
(n,p), it follows immediately from Corollary 1.4 that

e(x,y) ≥ (n− p)/p for almost all (x,y).
Let x = (x1, . . . , xp) with x1, . . . , xp linearly independent vectors in R

n.
We shall show that e(x,y) ≤ (n− p)/p for almost all y. The proof of this
is along the lines of the proof of the upper bound of the generic density
approximation exponent of the linear action of the modular group SL(2,Z)
on R

2 given in [10], Section 5.
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For z ∈ R
(n,p) and r > 0, let B(z, r) = {y ∈ R

(n,p) : ||z− y|| < r}. It suf-
fices to show that for any ρ > 0, e(x,y) ≤ (n− p)/p for almost all y ∈
B(0, ρ). Let ρ > 0 be given and B = B(0, ρ+ 1). Clearly, for y ∈ B(0, ρ),
µ ≥ 0, if γ ∈ Γ is such that ||γx− y|| < ||γ||−µ then γx ∈ B.

We note that there exists a positive constant C > 0 such that for all
q ∈ N,

(5.1) #{γ ∈ M(n,Z) | ||γ|| ≤ q and γx ∈ B} ≤ Cqn(n−p).

This follows from Minkowski’s theorem, since for each q, the set as above
consists of lattice points in {ω ∈ M(n,R) | ||ω|| ≤ q and ωx ∈ B}, which is a
convex symmetric body in the vector space M(n,R) whose Lebesgue mea-
sure is Cqn(n−p), for a suitable constant C.

Now let µ > (n− p)/p be given, say µ = n−p
p (1 + δ), where δ > 0. Let

ℓ be the standard Lebesgue measure on M(n,R). We note that for any
z ∈ R

(n,p) and r > 0 we have ℓ(B(z, r)) = 2nprnp.
For k ≥ 1, let Γk = {γ ∈ Γ | ||γ|| = k, γx ∈ B} and Nk = #Γk, the cardi-

nality of Γk. By (5.1) we have

N1 + . . .+Nq ≤ Cqn(n−p) for all q ∈ N.

For all q ∈ N we have

ℓ





q
⋃

k=1

⋃

γ∈Γk

B(γx, k−µ)



 ≤ 2npΣqk=1

Nk

(kµ)np
= 2npΣqk=1

Nk

kµnp

= 2np
(

Σq−1
k=1(N1 + . . . Nk)

(

1

kµnp
−

1

(k + 1)µnp

)

+
N1 + . . .+Nq

qµnp

)

≤ 2npC

(

Σq−1
k=1k

n(n−p)

(

1

kµnp
−

1

(k + 1)µnp

)

+
qn(n−p)

qµnp

)

.

Using that
1

kµnp
−

1

(k + 1)µnp
< µnp

1

k1+µnp
= µnp

1

k1+n(n−p)δ
, and µ =

n−p
p (1 + δ) we now obtain

ℓ





q
⋃

k=1

⋃

γ∈Γk

B(γx, k−µ)



 ≤ 2npC

(

µnpΣq−1
k=1

1

k1+n(n−p)δ
+

1

qn(n−p)δ

)

.
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As n(n− p)δ > 0, it follows that the right hand side term of the above in-

equality converges as q → ∞. Thus ℓ





⋃

k≥1

⋃

γ∈Γk

B(γx, k−µ)



 <∞. Applying

the Borel-Cantelli Lemma, we get that the set

lim sup
q→∞

⋃

γ∈Γq

B(γx, q−µ) =
⋂

q≥1

⋃

γ∈Γk, k≥q

B(γx, k−µ) ⊂ B

is a null measure set. For any y in B(0, ρ) which is in the complement of this
subset there are only be finitely many γ ∈ Γ such that y ∈ B(γx, ||γ||−µ),
namely such that ||γx− y|| < ||γ||−µ, and hence e(x,y) ≤ µ. As this holds
for all µ > (n− p)/p we get that for any x as above, e(x,y) ≤ (n− p)/p for
almost all y ∈ B(0, ρ). Since this holds for all ρ > 0 this proves the assertion
in the theorem. □
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