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Abstract. The space-time monopole equation is obtained from a di-
mension reduction of the anti-self dual Yang-Mills equation on R

2,2. A
family of Ward equations is obtained by gauge fixing from the mono-
pole equation. In this paper, we give an introduction and a survey of the
space-time monopole equation. Included are alternative explanations of
results of Ward, Fokas-Ioannidou, Villarroel and Zakhorov-Mikhailov.
The equations are formulated in terms of a number of equivalent Lax
pairs; we make use of the natural Lorentz action on the Lax pairs and
frames. A new Hamiltonian formulation for the Ward equations is intro-
duced. We outline both scattering and inverse scattering theory and use
Bäcklund transformations to construct a large class of monopoles which
are global in time and have both continuous and discrete scattering data.

1. Introduction

The self-dual Yang-Mills equations in R4 and their reduction to mono-
pole equations in R

3 have become central topics of study and useful tools
in modern geometry. The same self-dual equations in the case of a different
signature of R

2,2 are not of the general type to be used much in geometry.
However, their dimensional reduction to the space-time monopole equation
in R

2,1 yields an extremely interesting system of non-linear wave equations
which deserve to be better known. These equations can be encoded in a
Lax pair. Moreover, with a mild additional assumption and a gauge fixing
they can be rewritten for a map from R

2,1 into a Lie group. These equations
differ only slightly from the usual wave map equation.

This article is meant to be an introduction to and a survey of the lit-
erature on the space-time monopole equations. We also give a construction
of the inverse scattering of the monopole equations via loop group factor-
izations. These equations form a hyperbolic system for a connection and
a Higgs field, and hence have a gauge symmetry. A simple restriction and
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coordinate change produces the equation for a map into the gauge group.
This last equation was introduced by Richard Ward, who studied them us-
ing a version of Riemann-Hilbert problem and twistor theory. He produced
the basic examples and a number of interesting papers [22, 23, 24]. Hence
the equation for the map is referred to as either Ward’s equation, or in
his original language, the modified chiral model. Additional work on the
equations is due to T. Ioannidou, W. Zakrewski [10, 11, 12], Manakov and
Zakharov [13], A. K. Fokas and Ioannidou [7] and Villaroel [21]. The last
three references present both the continuous scattering theory and the in-
verse scattering transform. The construction of a complete set of soliton
solutions has been carried out by the first two authors in a previous paper
[6].

The plan of the paper is as follows. We derive the monopole equa-
tions with their Lax pairs, paying special attention to the difference between
monopole equations in space and in space-time in Section 2. A family of
Ward equations for maps into groups is constructed in Section 3. Section
4 describes the action of the Lorentz group on the Lax pair system and on
frames. We make use of Lorentz boosts in the construction of solitons and
of the spacial rotation group in deriving estimates in the appendix. Next we
list special classes of solutions, so we can continue the discussion with a lot of
examples in mind. Section 6 contains a very brief Hamiltonian formulation
for the family of Ward equations. In Section 7, we introduce the transform
which produces the continuous scattering data as well as the inverse scat-
tering transform. Since the inverse scattering transform always exists, this
produces many global solutions to the equations that are decaying at spa-
cial infinity. The details of the fixed point theorem which yields continuous
scattering data for small initial data are in the appendix. In Section 8 to 10,
we review Bäcklund transformations, and use these transformations to con-
struct soliton monopoles and monopoles with both continuous and discrete
scattering data.

Due to soliton theory, Bäcklund transformations and the inverse scat-
tering transform, we discover a very large class of solutions which are global
in time. This is in contrast to the closely related wave map equation from
R

2,1 to G. It is a difficult theorem first of T. Tao [15], extended by D.
Tataru [16], to show that small initial data results in solutions for all time.
Whether the difference is entirely due to integrability, or whether there is a
deeper analytic theory or more examples to be found, remains open.

2. The Monopole equations

The curvature FA =
∑

i,j Fij dxi ∧ dxj of a u(n)-valued connection 1-
form A =

∑4
i=1 Aidxi on R

4 is

Fij = [∇i,∇j ] = −∂xi(Aj) + ∂xj (Ai) + [Ai, Aj ],

where
∇i = ∂xi − Ai.
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The connection A is anti-self-dual Yang-Mills (ASDYM) on R
4 if

∗FA = −FA,

where ∗ is the Hodge star operator with respect to the Euclidean metric∑4
i=1 dx2

i on R
4. The ASDYM on R

4 written in coordinates is

(2.1) F12 = −F34, F13 = −F42, F14 = −F23.

The ASDYM has a Lax pair formulation. The term “Lax pair” refers
to any equation which is written as a “zero curvature” equation for a con-
nection, or a portion of a connection. This connection contains an addi-
tional complex parameter μ which is variously interpreted as a “spectral”,
“twistor”, or “Riemann-Hilbert parameter”. Set

z = x1 + ix2, w = x3 + ix4,

∇z = 1
2(∇1 − i∇2) = ∂

∂z − Az, ∇z̄ = 1
2 (∇1 + i∇2) = ∂

∂z̄ − Az̄, and ∇w,∇w̄

similarly. Since Ai ∈ u(n), Az̄ = −A∗
z and Aw̄ = −A∗

w, where B∗ = B̄t. The
equation

(2.2) [∇w̄ + μ∇z,∇w − μ−1∇z̄] = 0

is equivalent to the ASDYM (2.1) on R
4. This is because (2.2) holds for all

μ ∈ C \ {0} if and only if the coefficients of μ, 1 and μ−1 of (2.2) are zero,
which is (2.1).

If we assume the ASDYM connection A is independent of x4, then Aw =
1
2(At − iΦ) and Aw̄ = 1

2 (At + iΦ), where Φ = A4 is the Higgs field, A =
At dt + Az dz + Az̄ dz̄ is a connection 1-form on R

3. Then (A,Φ) satisfies
the Euclidean monopole equation (cf. [3])

DAΦ = ∗FA,

where ∗ is the Hodge star operator with respect to the metric dx2 + dy2 +
dt2. The Euclidean monopole equation is an important equation in both
geometry and physics (cf. [8, 3]).

The ASDYM on R
2,2 is again ∗FA = −FA, but ∗ is the Hodge star

operator with respect to the metric dx2
1 + dx2

2 − dx2
3 − dx2

4. In coordinates,
the ASDYM is

(2.3) F12 = F34, F13 = −F42, F14 = −F23.

This equation has a Lax pair similar to the ASDYM on R
4,

(2.4) [∇w̄ + μ∇z, ∇w + μ−1∇z̄] = 0

(the only difference with (2.2) is that the second operator is taken with a
plus sign). In other words, A satisfies (2.3) if and only if (2.4) holds for all
μ ∈ C \ {0}.

We say E(. . . , μ) is a frame of the Lax pair [D1(μ),D2(μ)] = 0 if D1E =
D2E = 0.

If [D1(μ),D2(μ)] = 0 is a Lax pair of a PDE with spectral parameter μ,
then [D̃1(λ), D̃2(λ)] = 0 is also a Lax pair of the same PDE with parameter



4 B. DAI, C.-L. TERNG, AND K. UHLENBECK

μ = aλ+b
cλ+d , where D̃i(λ) =

∑2
j=1 fij(μ)Dj(μ) and fij are meromorphic func-

tions. Moreover, if E is a frame for the Lax pair [D1(μ),D2(μ)] = 0, then
F (. . . , λ) = E(. . . , aλ+b

cλ+d) is a frame for the Lax pair [D̃1(λ), D̃2(λ)] = 0. We
say these Lax pairs are equivalent .

If there is a g such that D1(μ0)g = D2(μ0)g = 0, then g−1[D1(μ),
D2(μ)]g = 0 is also a Lax pair for the same PDE, which is called the Lax
pair obtained from the Lax pair [D1(μ),D2(μ)] = 0 by fixing the gauge at
μ = μ0. So Lax pairs of a PDE come in many forms. We can choose an
equivalent Lax pair and fix a gauge to make our computation easier or more
transparent. For example, this is what we will do in later sections when
we compute the SO(2, 1)-actions on frames and discuss the scattering and
inverse scattering of the monopole equations.

By making a linear fractional transformations in μ, we obtain an equiv-
alent Lax pair. Set μ = λ−i

λ+i . Then

(2.5)

{
2(λ + i)(∇w̄ + μ∇z) = L1 + iL2,

2(λ − i)(∇w + μ−1∇z̄) = L1 − iL2,

where {
L1 = λ(∇x3 + ∇x1) − (∇x4 + ∇x2),
L2 = λ(∇x4 −∇x2) + (∇x3 −∇x1).

It follows that (2.4) holds if and only if [L1, L2] = 0, i.e.,

(2.6) [λ(∇x3 + ∇x1) − (∇x4 + ∇x2), λ(∇x4 −∇x2) + (∇x3 −∇x1)] = 0

holds for all λ ∈ C \ {i,−i}. So (2.6) is an equivalent Lax pair for the
ASDYM on R

2,2. The use of μ in the section on scattering theory, and λ in
the rest of the literature on the Ward equation, is unfortunately confusing,
but necessary.

If we assume the connection A is independent of x4, then

Aw =
1
2
(At − iφ), Aw̄ =

1
2
(At + iφ)

where Ax4 = φ is now the Higgs field for our new space-time monopole
equation. A calculation shows that we can write the space-time monopole
equation in the same form as the more familiar Euclidean monopole equation
for a connection A = At dt + Az dz + Az̄ dz̄ and a Higgs field φ (cf. [25]):

(2.7) DAφ = ∗FA.

Here we have used the ∗ operator for the Lorentz metric dx2 + dy2 − dt2.
In this paper, we always assume (A,φ) decays at spacial infinity.
Equation (2.7) has a Lax pair induced from the Lax pair (2.4) for AS-

DYM:

(2.8)
[
1
2
∇t − iφ

2
+ μ∇z,

1
2
∇t +

iφ

2
+ μ−1∇z̄

]
= 0.
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Set

μ =
λ − i

λ + i
, ξ =

t + x

2
, η =

t − x

2
.

Then (2.6) induces an equivalent Lax pair for the monopole equation in
(ξ, η, y) coordinates:

(2.9)
[
λ∇ξ −∇y + φ, λ−1∇η −∇y − φ

]
= 0.

This is the Lax pair used by Ward. We have:

Proposition 2.1. The following statements are equivalent for a con-
nection A on R

2,1 and a Higgs field φ:
(1) (A,φ) is a solution of the space time monopole equation (2.7) on

R
2,1.

(2) (2.8) holds for all μ ∈ C \ {0}.
(3) The linear system,

(2.10)

{
(1
2

∂
∂t + μ ∂

∂z )E = (1
2(At + iφ) + μAz)E,

(1
2

∂
∂t + μ−1 ∂

∂z̄ )E = (1
2 (At − iφ) + μ−1Az̄)E,

is compatible for complex parameter μ.
(4) (2.9) holds for all λ ∈ C \ {0}.
(5) The linear system

(2.11)

{
(λ ∂

∂ξ − ∂
∂y )F = (λAξ − (Ay + φ))F,

(λ−1 ∂
∂η − ∂

∂y )F = (λ−1Aη − (Ay − φ))F

is compatible for complex parameter λ.
Moreover, if E(x, y, t, μ) is a frame of (2.8) (i.e., a solution of (2.10)), then

(a) F (x, y, t, λ) = E
(
x, y, t, λ−i

λ+i

)
is a frame of (2.9) (i.e., a solution

of (2.11)),
(b) E satisfies the reality condition

(2.12) E(x, y, t, μ̄−1)∗E(x, y, t, μ) = I

if and only if F satisfies the reality condition

(2.13) F (x, y, t, λ̄)∗F (x, y, t, λ) = I.

3. The Ward equations

We call solutions of linear systems (2.10) or (2.11) that satisfy the reality
condition monopole frames. Note that, unlike the case when the Lax pair
is a full connection, locally there can be a serious lack of uniqueness in
solving for a frame. We resolve this lack of uniqueness away from μ ∈ S1

by observing that the spacial part of the Lax pair is a Cauchy-Riemann
operator. Frames, if they exist, are unique if we require Eμ = I at spacial
infinity. We expect the frames to exist at most points μ �∈ S1.
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When μ = ρ ∈ S1, the existence of frames is more problematic. To
obtain the Ward equation, we need extra assumptions, even for small initial
data.

Definition 3.1. Let ρ ∈ S1, and (A,φ) be a solution of the space-time
monopole equation such that (A,φ) decays at spacial infinity. We say (A,φ)
is ρ-regular , if there is a smooth solution k : R

2,1 → U(n) such that

(3.1)

{
(1
2∂t + ρ∂z)k = (Aw̄ + ρAz)k,

(1
2∂t + ρ−1∂z̄)k = (Aw + ρ−1Az̄)k,

and k − I and the first derivative of k decays as |z| → ∞. (Note that the
second equation of (3.1) is the Hermitian transpose of the first.)

Let f be a U(n)-valued map. Then

f(∂x − A)f−1 = ∂x − (fAf−1 + (∂xf)f−1)

is the gauge transformation of f on ∂
∂x − A, or

f ∗ A = fAf−1 + fxf
−1.

Suppose (A,φ) is ρ-regular and k is the solution of (3.1). We fix the gauge
at μ = ρ, i.e., we apply the gauge transformation of k−1 to the Lax pair
(2.8) to get

(3.2)
[
1
2
∂t + μ∂z − (μ − ρ)Ãz ,

1
2
∂t + μ−1∂z̄ − (μ−1 − ρ−1)Ãz̄

]
= 0,

where Ãz = k−1 ∗ Az and Ãz̄ = k−1 ∗ Az̄. Or equivalently, the following
linear system is compatible for an open subset of parameters μ:

(3.3)

{
(1
2

∂
∂t + μ ∂

∂z )E = (μ − ρ)ÃzE,

(1
2

∂
∂t + μ−1 ∂

∂z̄ )E = (μ−1 − ρ−1)Ãz̄E.

Suppose (A,φ) is also −ρ-regular. Then there exists g : R
2,1 → U(n) which

satisfies (3.3) with μ = −ρ, i.e.,

(3.4)

{
(1
2∂t − ρ∂z)g = −2ρÃzg,

(1
2∂t − ρ−1∂z̄)g = −2ρ−1Ãz̄g.

A computation shows that

(3.5) −(gtg
−1)t+(gxg−1)x+(gyg

−1)y+[gtg
−1, cos θ gxg−1+sin θ gyg

−1] = 0,

where ρ = eiθ. This is the one-parameter family of Ward equations [22].
We then obtain

Proposition 3.2. Suppose E(x, y, t, μ) is a frame for the solution of
the space-time monopole equation, (i.e., E is a solution of the linear system
(2.10)), and E(x, y, t, μ) are smooth at μ = ±eiθ. Then

g(x, y, t) := E(x, y, t, eiθ)−1E(x, y, t,−eiθ)

is a solution of the Ward equation (3.5).
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The Lax pair (2.9) is equivalent to the following Lax pair:

(3.6) [λ∇ξ −∇y + φ, λ(∇y + φ) −∇η] = 0.

We fix the gauge of (3.6) at λ = ∞ (equivalent to fixing the gauge of (2.8)
at μ = 1), i.e., take the gauge transformation of h−1 on (3.6) to get

(3.7) [λ∂ξ − (∂y − Â), λ∂y − (
∂

∂η
− B̂)] = 0,

where ∂yh = (Ay − φ)h, ∂ξh = Aξh, Â = −2h−1φh and B̂ = h−1 ∗ Aη. So
we have the following proposition:

Proposition 3.3. The following statements are equivalent:
(1) Equation (3.7) holds for all λ ∈ C,
(2) {

∂ξB̂ = ∂yÂ,

[∂y − Â, ∂η − B̂] = 0.

(3) The linear system

(3.8)

{
(λ∂ξ − ∂y)H = −ÂH,

(λ∂y − ∂η)H = −B̂H,

is locally solvable for an open subset of λ ∈ C. Moreover, if H(x, y, t, λ) is
a solution of (3.8) and is smooth at λ = 0, then g = H(. . . , 0) satisfies

(3.9)
∂

∂t

(
∂g

∂t
g−1

)
− ∂

∂x

(
∂g

∂x
g−1

)
− ∂

∂y

(
∂g

∂y
g−1

)
−

[
∂g

∂t
g−1,

∂g

∂x
g−1

]
= 0,

i.e., g is a solution of Ward equation (3.5) with θ = 0.

As a consequence of the above proposition, we see that to construct
solutions of the monopole equation that are λ = ∞-regular, it suffices to
construct H(ξ, η, y, λ) such that (λ∂ξH − ∂yH)H−1 and (λ∂yH − ∂ηH)H−1

are independent of λ.

Proposition 3.4. If a monopole is μ = ±1 regular (i.e., λ = ∞, 0
regular), then it is gauge equivalent to a monopole (A,φ) such that Aξ = 0,
Ay = φ. Conversely, if (Â, B̂) satisfies (3.7), then Aξ = 0, Ay = φ = Â/2,
and Aη = B̂ is a monopole.

4. The Action of SO(2, 1)

The Lorentz group SO(2, 1) is the group of all g ∈ SL(3, R) such that
gtI2,1g = I2,1, where I2,1 = diag (1, 1,−1). The group SO(2, 1) acts on
R

2,1 by the standard action g · p = gp (here p ∈ R
2,1 is identified as a

3 × 1 vector). Given a connection A = A1dx + A2dy + A3dt, a Higgs field
φ, and g ∈ SO(2, 1), the action g · (A,φ) = (g · A, g · φ) is defined by
g · A = g · A1 dx + g · A2 dy + g · A3 dt, where

(g · Ai)(p) = Ai(g · p), (g · φ)(p) = φ(g · p).
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The space-time monopole equation is invariant under the Lorentz group
SO(2, 1), i.e., if (A,φ) is a solution then so is g · (A,φ) = (g · A, g · φ) for
g ∈ SO(2, 1). In order to make the scattering theory estimates tractable
and to understand the 1-solitons we need to understand the natural action
of SO(2, 1) on frames (solutions of linear system (2.11)). Since SO(2) of
the xy-plane and O(1, 1) of the xt-plane generate SO(2, 1), to compute the
explicit formula of the action of SO(2, 1) on frames, it suffices to compute
the action of the following one-parameter subgroups on frames:

R(θ) =

⎛
⎝cos θ − sin θ 0

sin θ cos θ 0
0 0 1

⎞
⎠ ,

T (s) =

⎛
⎝cosh s 0 sinh s

0 1 0
sinh s 0 cosh s

⎞
⎠ .

We also need the representation σ : SO(2, 1) → SL(2, R), whose differential
dσe maps e12 − e21 to −1

2(e12 − e21), e13 + e31 to 1
2(e11 − e22), and e23 + e32

to −1
2(e12 + e21). So

σ(R(θ)) =
(

cos θ
2 sin θ

2
− sin θ

2 cos θ
2

)
, σ(T (s)) =

(
e

s
2 0
0 e−

s
2

)
.

The group SL(2, R) acts on the scattering parameter space C∪ {∞} by
the linear fractional transformations:(

a b
c d

)
∗ λ =

aλ + b

cλ + d
.

Theorem 4.1. The group SO(2, 1) acts on the Lax pairs and on the
frames of the space-time monopole equation. If F is a frame of (A,φ), then

(g · F )(p, λ) = F (g · p, σ(g) ∗ λ)

is a frame for g · (A,φ), where σ : SO(2, 1) → SL(2, R) is the representation
given above and ∗ is the standard action of SL(2, R) on λ via the linear
fractional transformation.

Proof. For the action of R(θ), it can be checked easily that if E is a
solution of (2.10) for (A,φ), then Ẽ solves (2.10) for eiθ · (A,Φ), where

Ẽ(z, t, μ) = E(eiθz, t, eiθμ).

(Here we identify eiθ with the rotation matrix R(θ)). In other words,

R(θ) · E(p, μ) = E(R(θ)p, eiθμ).

To compute the action of R(θ) on solutions F of (2.11), we recall that
μ = λ−i

λ+i , λ = i(1+μ)
1−μ , and

F (p, λ) = E

(
p,

λ − i

λ + i

)
,
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where E is a solution of (2.10). But for μ̃ = eiθμ, the corresponding λ̃ and
λ are related by

λ̃ =
i(1 + eiθ)λ − (1 − eiθ)
(1 − eiθ)λ + i(1 + eiθ)

=
cos θ

2 λ + sin θ
2

− sin θ
2 λ + cos θ

2

=
(

cos θ
2 sin θ

2
− sin θ

2 cos θ
2

)
∗ λ.

In other words,

(R(θ) · F )(p, λ) = F (R(θ)p, σ(R(θ)) ∗ λ).

For the action of T (s), we use the light cone coordinates ξ, η. Then T (s)
maps (ξ, η, y) to (esξ, e−sη, y). Suppose F (p, λ) is a solution of linear system
(2.11) for (A,φ). Given s ∈ R, define

F̂ (ξ, η, y, λ) = F (T (s) · p, esλ) = F (esξ, e−sη, y, esλ).

It can be checked easily that F̂ is a frame for T (s) · (A,φ). But

esλ =
(

e
s
2 0
0 e−

s
2

)
∗ λ = σ(T (s)) ∗ λ,

where ∗ is the standard action of SL(2, R) on C. �

Corollary 4.2. The group SO(2, 1) acts on frames E of (2.10) as
follows: If E is a frame of (A,Φ), then (g · E)(p, μ) = E(g · p, g
μ), where

R(θ)
μ = eiθμ,

T (s)
μ =
cosh s

2 μ + sinh s
2

sinh s
2 μ + cosh s

2

.

5. Special classes of solutions

Many examples of solutions to the monopole equations are obtained by
assuming additional conditions. A first set of examples comes from linear
solutions of the wave equation. If H ⊂ G is any abelian subgroup, the
monopole equations for maps into H are linear. This provides us with a
number of solutions to which we can later apply Bäcklund transformations.
Let H ⊂ G be the Lie subalgebra of H. Suppose that (A,φ) = (a, a0, φ) ∈
⊕2h⊕h⊕h decays at spacial infinity, where a0 = At, a = (a1, a2) = (Ax, Ay),
and h is the Lie algebra of H. Then the monopole equations (2.7) are written
in space-time (here d and ∗ are spacial):

(5.1)

{
∗da = ∂φ

∂t ,
∂a
∂t − da0 = ∗dφ.

The gauge transformation of e−u appears as

(a, a0, φ) �→ (a − du, a0 − ∂u

∂t
, φ).
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A global way of fixing gauge suitably is to require that d ∗ a = 0 (a spacial
equation which is easily solved). With this choice, we apply d∗ to the second
equation of (5.1) to obtain

∂

∂t
(d ∗ a) − d ∗ d a0 = d ∗ ∗dφ = 0.

Since d ∗ a = 0, a0 = 0. We assume a0 decays at infinity, hence a0 = 0.
Finally, we conclude

Proposition 5.1. The abelian monopole equations are equivalent to the
linear wave equation for φ:

�φ = (∂2
t − ∂2

x − ∂2
y)φ = 0,

with ∗d a = ∂φ
∂t , d ∗ a = 0, and a0 = 0.

We make special note of the fact that the condition of ρ-regular is not
automatic even in the abelian case. It is satisfied if we can find a gauge trans-
formation g = eu ∈ H such that for ρ = eiα we have D1(ρ)g = D2(ρ)g = 0.
But

D1(ρ) − D2(ρ) = i(sin α∇x − cos α∇y − φ),
so we have g−1(D1(ρ) − D2(ρ))g = i(sin α ∂

∂x − cos α ∂
∂y ), which implies that

(5.2) − sin α(a1 − ∂u

∂x
) + cos α(a2 − ∂u

∂y
) − φ = 0.

Here u decays at spacial infinity. But (5.2) is the ODE
du

dτ
= a1 sin α − a2 cos α + φ,

where dτ = sinαdx−cos αdy. The condition that u decays at spacial infinity
is given by integral conditions, so it is not automatically true. However, if we
can find a decaying solution of (5.2), it is unique. Because all the variables
satisfy wave equations, if we find a solution u for (5.2) at time t = 0, we can
propagate it using the wave equation to any t. It follows that the condition
of ρ-regular is a property of the initial data alone.

Our second class of examples is well-known (cf. [20]). It involves solu-
tions of the monopole equation which are invariant under time translation.

Proposition 5.2. Suppose that (A,φ) is a solution of the monopole
equation, which is fixed under time translation. Then its Lax pair is gauge
equivalent to the Lax pair of a harmonic map.

Proof. The Lax pair (2.8) becomes[
μ∇z − 1

2
(At + iφ), μ−1∇z̄ − 1

2
(At − iφ)

]
= 0.

Since the connection at μ = 1 is now a full connection in C, we fix the gauge
at μ = 1, so the Lax pair is now a Lax pair for the harmonic map[

∂

∂z
+

1 − μ−1

2
g−1(At + iφ)g,

∂

∂z̄
+

1 − μ

2
g−1(At − iφ)g

]
= 0,
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where g : C → U(n) satisfies{
∂g
∂z g−1 = Az + 1

2 (At + iφ),
∂g
∂z̄ g−1 = Az̄ + 1

2 (At − iφ).

Note that this differs from the Euclidean monopole reduction, where the
different sign produces Hitchin’s self-dual equation ([9]) rather than the
harmonic map. �

Corollary 5.3. The Lorentz transformations of the stationary solu-
tion corresponding to harmonic maps produce families of solutions to the
monopole equations.

It can be checked that the solutions obtained in the above corollary
decay in space.

Special solutions of the monopole equations also come from the reduction
to R

1,1, which involves the assumption that the field (A,φ) is independent
of one of the spacial variables, say y. The solution of these equations will
not directly yield solutions of the monopole equations which decay in space,
but we will see that they do arise in the consideration of radially symmetric
solutions.

Assume (A,φ) is independent of y. Then the Ay = ψ becomes a second
Higgs field and the Lax pair (2.8) reduces to

[∇t − iφ + μ(∇x + iψ), ∇t + iφ + μ−1(∇x − iψ)] = 0.

The equations become ⎧⎪⎨
⎪⎩

[∇t,∇x] = [φ,ψ],
∇tψ = ∇xφ,

∇tφ = ∇xψ.

The usual Lax pair is obtained by restriction to characteristic coordinates.
Let ∇t + ∇x = ∇ξ, ∇t −∇x = ∇η, and φ+ = φ + ψ, φ− = ψ − φ. We get
three equations of φ+ and φ− encoded in the Lax pair

[∇ξ + τφ+, ∇η + τ−1φ−] = 0.

The wave map φ : R
1,1 → G is obtained from this Lax pair in the same

manner that the Ward map is obtained from the Lax pair for monopoles.
Finally we are interested in solutions with a radial symmetry. In gauge

theory, the symmetry is inspired by requiring that under the pull-back of
a space-time symmetry, the fields (A,φ) go to gauge transformations of
themselves. For example, given J ∈ su(n) such that e2πJ = I, then

eiθ · (A,φ)(z, t) = (eJθA(eiθz, t)e−Jθ, eJθφ(eiθz, t)e−Jθ)

is an SO(2)-action. If the monopole equation is invariant under this action,
then the field

(A,φ) = (eJθae−Jθ, eJθa0e
−Jθ, eJθφe−Jθ),
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where a, a0 and φ depend only on r and t. Both a and φ must vanish at
r = 0 unless J = 0. We then make a singular gauge transformation by eJθ

to the form
(A,φ) = (ar, aθ − J, a0, φ),

where J now indicates a singularity at 0 and lack of suitable decay at ∞.

Proposition 5.4. Fix a representation of S1 → U(n) given by eiθ �→
eJθ. The monopole equations for a monopole with radial symmetry induced
by J are equivalent to the equations for ∇r,∇t, φ and ψ = aθ−J

r :⎧⎪⎨
⎪⎩

[∇t,∇r] = [φ,ψ],
[∇t, ψ] = [∇r, φ],
[∇t, φ] = [∇r, ψ] + 1

r ψ.

Proof. It is useful to notice that

∇z =
1
2
(∇x − i∇y) =

e−iθ

2
(∇r − i

r
∇θ),

∇z̄ =
1
2
(∇x + i∇y) =

eiθ

2
(∇r +

i

r
∇θ).

Substitute these expression in the Lax pair (2.8) and compare coefficients of
μ, μ−1 and the constant term to get

[∇t − iφ, ∇r + iψ] = 0,

which yields two equations. The third equation come from the equation

[∇t − iφ,∇t + iφ] + [e−iθ(∇r − i

r
∇θ), eiθ(∇r +

i

r
∇θ)] = 0.

This last equation has an extra term which spoils the integrability of the
system, and prevents the three equations from being encoded as a Lax pair.

�

6. Hamiltonian structures

Let (p, q) denote the standard variables for the cotangent bundle M of
the space of rapidly decaying maps from R2 to U(n), and H : M → R the
functional defined by

H =
1
2

∫ ∫
R2

||p||2 + ||q−1dq||2 dxdy.

We introduce a Hamiltonian formulation of the Ward equation, which does
not seem to have appeared in the literature before. For each unit direction
v of R

2, (i) the symplectic form wv is the sum of the standard symplectic
form on cotangent bundle M and an extra closed 2-form depending on v,
(ii) the Hamiltonian system of H with respect to wv is the Ward equation
with ρ = v.

Let Θ be the canonical 1-form on M defined by

Θ(p,q)(δp, q−1δq) = p(q−1δq).
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The standard symplectic form on M is dΘ. We identify the tangent and
cotangent spaces in the Lie algebra formulation with the L2 inner product

〈A,B〉 =
∫

R2

tr(AB) dxdy.

Use the Cartan formula

dΘ(ξ1, ξ2) = ξ1(Θ(ξ2)) − ξ2(Θ(ξ1)) − Θ([ξ1, ξ2])

to compute dΘ to get

dΘ(p,q)((δ1p, q−1δ1q), (δ2p, q−1δ2q))

= 〈δ1p, q−1δ2q〉 − 〈δ2p, q−1δ1q〉 − 〈p, [q−1δ1q, q
−1δ2q]〉.

A computation shows that the following 2-form is closed:

τv
(p,q)((δ1p, q−1δ1q), (δ2p, q−1δ2q)) = 〈q−1qv, [q−1δ1q, q

−1δ2q]〉,
where qv = dq(v) = qx cos θ + qy sin θ if v = eiθ. Then wv = dΘ + τv is a
symplectic form on M. In fact,

wv
(p,q)((δ1p, q−1δ1q), (δ2p, q−1δ2q))

= 〈δ1p, q−1δ2q〉 − 〈δ2p, q−1δ1q〉 + 〈−p + q−1qv, [q−1δ1q, q
−1δ2q]〉.

Since
dH(p,q)(δp, δq) = 〈δp, p〉 − 〈q−1δq, d∗(q−1dq)〉,

a direct computation shows that the Hamiltonian flow for H with respect
to the symplectic structure wv is{

q−1qt = p,

pt + [−p + q−1qv, q
−1qt] = d∗(q−1dq).

So we have proved

Proposition 6.1. Given a unit vector v = eiθ in R
2, the 2-form wv is

a symplectic form, and the Hamiltonian system of H with respect to wv is
the Ward equation (3.5).

In [12], Ioannidou and Zakrzewski considered another family of Ward
equations, and studied the Lagrangian and Hamiltonian formulations for
that family of equations.

7. Scattering theory

Scattering theory for the Ward equations has been treated by a number
of authors, including Manakov and Zakharov [13], Villarroel [21], and Fokas
and Ioannidou [7]. We include a brief synopsis and interpretation of the
results. In particular, we construct the inverse scattering transform via loop
group factorizations.
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Ward’s original analysis of the space-time monopole equations is via
twistor theory. We recognize features of this analysis in what follows, al-
though we do not go into the twistor formulation. Recall that

D1(μ) =
1
2
∇t − iφ

2
+ μ∇z, D2(μ) =

1
2
∇t +

iφ

2
+ μ−1∇z̄.

We rewrite the Lax pair as the linear system consisting of first a spacial
operator

Ds(μ) = D1(μ) − D2(μ) = μ∇z − μ−1∇z̄ − iφ(7.1)

=
(μ − μ−1)

2
∇x − i

(μ + μ−1)
2

∇y − iφ.(7.2)

The second operator in the Lax pair we write as one of a family of time
operators

Dt(μ) = D1(μ) + D2(μ) + αDs(μ)

= ∇t +
1
2
(μ + μ−1)∇x − i

2
(μ − μ−1)∇y + αDs(μ).

The operators can be rescaled (i.e., multiplied by a scalar function of μ), so
the points μ = 0 and μ = ∞ are included by changing the scaling factor
(for example, if we multiply by μ to the operators, then they are defined at
μ = 0, and if we multiply by μ−1 to the operators, then they are defined at
μ = ∞). Note that D1E = D2E = 0 if and only if DsE = DtE = 0.

If μ �∈ S1, then the spacial part of the connection, Ds(μ), can be thought
of as containing a ∂̄ operator in the complex structure on R

2 given by the
complex coordinate

w =
μ−1z + μz̄

a(μ)
, w̄ =

μ̄−1z̄ + μ̄z

ā(μ)
.

(In fact, Ds(μ) = ∇w̄). The factor a(μ) does not change the complex struc-
ture. Note at μ = ∞, w = z̄, and at μ = 0, w = z.

Suppose the Higgs field φ and the connection A decay at infinity. For
fixed time and every μ ∈ C ∪ {∞} \ S1 the connection Ds(μ) determines a
bundle holomorphic in the complex parameter w = w(μ) on R

2∪{∞} = S2.
By a theorem of Grothendieck, this bundle is the sum of line bundles

Lμ = L1 ⊕ L2 ⊕ · · · ⊕ Ln

with first Chern classes c(1) ≤ c(2) ≤ · · · ≤ c(n). The reality condition
insures that the Chern classes at μ̄−1 are the negative of the Chern classes
at μ, since the bundle Lμ̄−1 is dual to the bundle Lμ at μ. We call this
sequence �c(μ) = (c(1), . . . , c(n)) the Chern vector at μ.

Theorem 7.1. Suppose we have a solution of the monopole equation in
a time interval [T1, T2]. Then for every μ ∈ C∪ {∞} \ S1, the Chern vector
of the spacial holomorphic bundle is preserved under the flow in time.
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Proof. As a warm-up, we first prove this for μ = 0. Then the spacial
connection is ∇z̄ and we choose D1(0) = ∇t − iφ as the evolution operator.
We have [∇t − iφ, ∇z̄] = 0. We may make a complex gauge transformation
so that D1(0) = ∇t− iφ = h−1 ◦ ∂

∂t ◦h. Hence the gauge equivalent Lax pair
gives

∂

∂t
(h ◦ ∇z̄ ◦ h−1) = 0.

The complex structure on the bundle determined by ∇z̄ is carried into a
structure which is a gauge equivalent one. Hence they have the same split-
ting, and so the same Chern vectors.

A similar computation occurs for each μ, where we make the choice of
the time direction at μ to be real. For simplicity, let μ = eiθρ where ρ ∈ R

+

and rotate variable by z �→ eiθz so that in this coordinate system μ = ρ is
real. Choose as a suitable evolution operator

D1(ρ) + ρ2D2(ρ) =
1 + ρ2

2
∇t + ρ∇x − i(1 − ρ2)φ

2
.

The derivatives which appear are in the direction of ∂
∂τ = 1+ρ2

2
∂
∂t +ρ ∂

∂x . We
can again make a gauge transformation so that

∇τ − 1 − ρ2

2
iφ = h−1 ◦ ∂

∂τ
◦ h,

∂

∂τ
(h ◦ Ds(ρ) ◦ h−1) = 0.

Hence the complex structure of the bundle does not changes under a flow in
the τ variable. However, time translation is a translation in the τ direction
followed by a translation in the x variable. Translation in S2 by x is holo-
morphic and does not change the complex structure. Hence the splitting
type of Lμ = Lρ does not change under the flow in time. We conclude that
the Chern vector �c(μ) is preserved. �

What do we expect? Since the space of ∂̄ derivatives which lead to
non-trivial splitting has codimension at least two, we expect that for most
choices of initial data, the non-trivial splitting occurs at isolated points. At
these points in C \S1, we expect to have singularities (poles and zeros). We
expect continuous scattering data to be defined as a jump across μ ∈ S1.

Definition 7.2. A rapidly decaying spacial pair (A,φ) is said to have
continuous scattering data if the frame, which solves{

Ds(μ)Eμ =
(

μ−μ−1

2 ∇x − i(μ+μ−1)
2 ∇y − iφ

)
Eμ = 0,

Eμ(∞) = I, Eū−1 = (E∗
μ)−1,

has solutions E±
μ , which are holomorphic in a

O±
ε = {μ ∈ C | 1 < |μ|±1 < 1 + ε}
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for some ε > 0. Moreover, we assume that the limits

lim
μ∈O±,μ→eiθ

Eμ = S±
θ

exist. It follows from the reality condition that S−
θ = (S+

θ )∗−1. We call the
non-negative Hermitian matrix

Sθ = (S−
θ )−1S+

θ = (S+
θ )∗S+

θ

the scattering matrix .

Let W 2,1 denote the space of maps f such that f and first partial deriv-
atives of f are in L1.

Proposition 7.3. Assume there is a gauge in which (A,φ) is rapidly
decaying in spacial variables; moreover, assume (A,φ) is small in W 2,1.
Then the Chern vector �c(μ) = 0 at every μ ∈ C ∪ {∞} \ S1. Moreover,
the continuous scattering matrix Sθ exists, I−Sθ decays for each θ, and the
scattering matrix Sθ satisfies

(a) I − Sθ is small in L∞,
(b) S∗

θ = Sθ ≥ 0,
(c) ds,θSθ = (− sin θ ∂

∂x + cos θ ∂
∂y )Sθ = 0.

Proof. The existence of Eμ away from the circle μ ∈ S1 ⊂ CP 1 is a
straight forward iteration argument involving estimates in L∞ on Eμ using
(A,φ) small in L1 ∩ L∞. We relegate the estimate as μ → eiθ ∈ S1 to
an appendix. Once the basic estimate are in place, proof of regularity and
holomorphic dependence on μ is straightforward. We explicitly derive (a)
in the appendix. To obtain (b), note that (Eū−1)−1 = E∗

μ due to the reality
condition on (A,φ). Hence (S−

θ )−1 = (S+
θ )∗.

To obtain (c), notice that

Ds(eiθ) = −i(ds,θ − ψ),

where ψ = −ψ∗ = sin θAx− cos θAy +φ. Since Ds(μ)Eμ = 0, it follows from
the definition of S+ that Ds(eiθ)S+ = 0, so ds,θS

+ = ψS+. But

ds,θ((S+)∗) = (ds,θS
+)∗ = (ψS+)∗ = (S+)∗ψ∗ = −(S+)∗ψ.

Now compute

ds,θS = ds,θ((S+)∗S+) = (ds,θ(S+)∗)S+ + (S+)∗ds,θS
+

= −(S+)∗ψS+ + (S+)∗ψS+ = 0,

and (c) follows. �
Corollary 7.4. Assume (A,φ) is a smooth solution in R

2 × (T1, T2)
and decays in spacial variables, and has a smooth continuous scattering data.
Then

0 =
(

∂

∂t
+ cos θ

∂

∂x
+ sin θ

∂

∂y

)
Sθ.
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The corollary assumes that the scattering theory is differentiable in t.
Since Dt(μ) = D1(μ) + D2(μ) = ∇t + μ∇z + μ−1∇z̄ has the property that
[Ds(μ),Dt(μ)] = 0, we conclude that Dt(μ)Eμ = 0. Now the result follows
by the same method as (c) in the proposition.

Corollary 7.5. If (A,φ) and (Ã, φ̃) are gauge equivalent, then they
have the same scattering data.

Proof. Suppose (Ã, φ̃) is the gauge transformation of (A,φ) by a uni-
tary map u. If Eμ(x, y, t) is the frame for (A,φ), then u(x, y, t)Eμ(x, y, t) is
the frame for (Ã, φ̃). Hence the limits S̃+

θ = uS+
θ and S̃−

θ = uS−
θ . But u is

unitary, so S̃ = S. �

Inverse scattering theory is simpler than scattering theory. To dispose
the gauge ambiguity, we need to make a choice somewhere. We choose to
do this at μ = 1. First we note that if we have initial scattering data
Sθ(x, y) satisfying ds,θSθ(x, y) = 0, then the scattering data Sθ(x, y, t) for
the solution at time t should satisfy

∂Sθ

∂t
+ cos θ

∂Sθ

∂x
+ sin θ

∂Sθ

∂y
= 0.

Since ds,θSθ(x, y) = 0, there exists s such that

Sθ(x, y) = s(x cos θ + y sin θ, θ).

The linear evolution equation for Sθ(x, y, t) implies that

Sθ(x, y, t) = s(x cos θ + y sin θ − t, θ).

The problem is now to write

Sμ(x, y, t) = E−
μ (x, y, t))−1E+

μ (x, y, t), μ ∈ S1,

where E−
μ extends holomorphically to μ inside the unit circle, E+

μ extends
holomorphically outside the unit circle, and E−

μ = ((E+
μ̄−1)∗)−1. We can

always do this, and the ambiguity corresponds to the gauge transformations.
The condition that S1(x, y, t) = I is equivalent to the solution being 1-
regular. However, we choose a method of factoring which yields a unique
solution for all scattering data. The inverse scattering was given in [21] by
Villarroel and in [7] by Fokas-Ioannidou. We prove it using the Iwasawa loop
group factorization theorem of Pressley and Segal [14]. Since Sθ is Hermitian
symmetric and non-negative, there is a Hermitian symmetric matrix Pμ such
that Sθ = P 2

μ , where μ = eiθ. The Iwasawa loop group factorization of
Pressley and Segal [14] says that we can factor

Pμ = UμE+
μ

uniquely such that Uμ is in U(n), U1 = I, and E+
μ extends holomorphically

to outside the unit circle. Set E−
μ = ((E+

μ̄−1)∗)−1. Now Sθ = (E−
μ )−1E+

μ

when μ = eiθ. Since Sμ is smooth, E±
μ is smooth.
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Theorem 7.6 (Villarroel [21], Fokas-Ioannidou [7]). Let Sθ(x, y, t) =
s(x cos θ + y sin θ − t, θ). Then the factorization described above

Sθ = (E−
μ )−1(x, y, t)E+

μ (x, y, t),

where μ = eiθ and E±
μ can extend holomorphically to |μ|±1 > 1 yields smooth

frame for a solution of the space-time monopole equation.

Proof. We need to show that E±
μ (x, y, t) generates a solution to the

monopole equation. To do this, note by construction that E±
μ is holomorphic

in |μ|±1 > 1. The operator ds,θ is a directional derivative, ds,θS = 0 and
S = (S−)−1S+, so

0 = ds,θS = (ds,θ((S−)−1))S+ + (S−)−1ds,θS
+.

Thus we have

(ds,θS
+)(S+)−1 = −S−ds,θ((S−)−1) = (ds,θS

−)(S−)−1.

Note that

ds,μ =
i(μ − μ−1)

2
∂

∂x
+

μ + μ−1

2
∂

∂y

is the meromorphic extension of ds,θ = ds,eiθ . So by meromorphic extension,
we obtain the identity on 0 < |μ| < ∞

(ds,μE+
μ )(E+

μ )−1 = (ds,μE−
μ )E−1

μ .

Since the left hand side is meromorphic in |μ| > 1 with a simple pole at
∞ and the right hand side is meromorphic on |μ| < 1 with a simple pole
at 0, both sides are meromorphic in C with simple poles at 0 and ∞. Let
Eμ = E±

μ when |μ|± > 1. Then Eμ̄−1 = (E∗
μ)−1. It follows that

ξμ := (ds,μEμ)E−1
μ = μC1 + μ−1C−1 + C0

for some Ci(x, y, t). But d∗s,μ̄−1 = ds,μ and Eμ̄−1 = (E∗
μ)−1, so ξ∗μ̄−1 = −ξμ.

Hence C−1 = −C∗
1 and C∗

0 = −C0. Write C1 = Az, C−1 = Az̄ and C0 = φ;
then we have

(ds,μEμ)E−1
μ = μAz − μ−1Az̄ + φ,

where Az = −(Az̄)∗ and φ∗ = −φ. In other words, we have proved (D1(μ)−
D2(μ))Eμ = 0.

The proof of the evolution equation, i.e., Dt(μ)Eμ = 0, is similar and we
do not carry it out here. �

Of course, if we start with an initial condition which has only continuous
scattering data, we will not necessarily obtain the same initial data by the
inverse scattering transform, but obtain a gauge equivalent solution.

Corollary 7.7. Let (A,φ) be a solution of the space-time monopole
equation rapidly decaying in the spacial variables. Assume in addition that
the Chern vector �c(μ) = 0 for all μ ∈ C \ S1. Assume also that the so-
lution has continuous scattering data for all t. Then the solution obtained
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from the scattering data at t = 0 agrees with the given solution up to gauge
transformation.

Proof. We know from the assumption that Sθ(x, y, t) = s(x cos θ +
y sin θ − t, θ), since Sθ is unique,

Sθ = lim
μ→eiθ,|μ|>1

(Eμ̄−1)∗Eμ.

Hence the frame provides a factorization. This factorization is unique up
to a unitary matrix u = u(x, y, t). This unitary matrix gives a gauge trans-
formation between the original solution and the one constructed by inverse
scattering. �

8. 1-soliton monopoles

In addition to continuous scattering data, solutions of monopole equation
may also have discrete scattering data. We first construct monopoles whose
frames have one simple pole, and in later sections we construct frames with
multiple poles and show how to combine them with continuous scattering
data.

The building blocks of the discrete scattering data are one-solitons,
which are easy to describe. We have the harmonic maps φ : R

2 ∪ {∞} →
SU(n), which yield time-independent solutions to the Ward equation.
Among these, we have one-unitons, which come from holomorphic maps into
Grassmannians. We also have the Lorentz transformations of these station-
ary one unitons. This family makes up the one-solitions. It is somewhat
more difficult to show that every one-soliton, defined in terms of a single
pole for the frame, is of this type.

We need to use another gauge equivalent Lax pair to construct soliton
solutions. If a monopole (A,φ) is λ = 0 regular, then we can fix the gauge
of (2.9) at λ = 0 to get

[λ(∂ξ − Ãξ) − ∂y, λ(∂y + 2φ̃) − ∂η] = 0,

where φ̃ = −Ãy, and Ãη = 0. The above Lax pair is equivalent to

(8.1) [τ∂y − ∂ξ + Ãξ), τ∂η − ∂y − 2φ̃] = 0.

(Here τ = λ−1.)
The spectral parameters μ, λ, τ in Lax pairs (2.8), (2.9), and (8.1) are

related by

μ =
λ − i

λ + i
, τ = λ−1, so τ = λ−1 =

i(μ − 1)
μ + 1

.

The above discussion gives the following proposition (cf. [22]):

Proposition 8.1. Suppose there is a smooth GL(n, C)-valued ψ(x, y,
t, τ) defined for (x, y, t) ∈ R

2,1 and τ in an open subset of C such that
(1) P := (τ∂yψ−∂ξψ)ψ−1 and Q := (τ∂ηψ−∂yψ)ψ−1 are independent

of τ ,
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(2) ψ(x, y, t, τ̄ )∗ψ(x, y, t, τ) = I.
Let A be a connection and φ a Higgs field defined by Aξ = −P , Aη = 0,
and Ay = −φ = −Q/2. Then (A,φ) is a solution of the monopole equation.
Conversely, every solution of the monopole equation that is regular at λ = 0
is gauge equivalent to a solution of this type.

Definition 8.2. A map ψ that satisfies (1) and (2) of Proposition 8.1
is called a Ward frame if P,Q decay in spacial infinity and ψ(x, y, t,∞) = I.
A Ward frame is a Ward soliton frame if ψ is rational in τ .

Definition 8.3. A solution (A,φ) of the monopole equation is called
a k-soliton if it is regular at μ = −1 and has a monopole frame E that is
rational in μ with k poles counted with multiplicity.

If f : S2 → GL(n, C) is rational with one simple pole at τ = α, then it
can be checked that (cf. [19]) f must be of the form

gα,π(τ) = I +
α − ᾱ

τ − α
π⊥,

where π⊥ = I − π and π is a Hermitian projection π of C
n. We identify

the space of rank m Hermitian projections of C
n as Gr (m, Cn) via the map

π �→ Im(π). So a Ward 1-soliton frame must be of the form gα,π(x,y,t)(τ) =
I+ α−ᾱ

τ−α π⊥(x, y, t) for some constant α ∈ C\R and π : S2×R → Gr (k, Cn).
Note that (τ∂yψ − ∂ξψ)ψ−1 and (τ∂ηψ − ∂yψ)ψ−1 are independent of τ if
and only if the residue at τ = α is zero. This implies

Proposition 8.4. Given α ∈ C\R a constant and π : R
2,1 → Gr (k, Cn)

a smooth map, then gα,π(τ) = I + α−ᾱ
τ−α π⊥ is a Ward soliton frame if and

only if

(8.2)

{
(α∂yπ − ∂ξπ)π = 0,
(α∂ηπ − ∂yπ)π = 0.

Moreover, if π is a solution of (8.2), then there exists a holomorphic map
π0 : S2 → Gr (k, Cn) such that π(x, y, t) = π0(y + αξ + α−1η).

Note that if α = ±i, then x + αξ + α−1η = y ± ix and π(x, y, t) =
π0(y ± ix). So the 1-soliton g±i,π is a 1-uniton harmonic map.

The SO(2, 1)-actions described in Section 4 of 1-unitons are 1-soliton
monopoles. In fact, we have

Proposition 8.5. Given α = reiθ ∈ C\R, let es = r, ec = csc θ+cot θ =
cot(θ/2), and h = T (c)R(−π/2)T (s) ∈ SO(2, 1), where T (c) and R(θ) are
1-parameter subgroups of SO(2, 1) defined in Section 4. Let π0 : S2 →
Gr (k, Cn) be a holomorphic map. Then the action of h on 1-uniton frame
gi,π0 gives rise to a monopole solution that is gauge equivalent to the 1-soliton
given by gα,π0. In other words, all 1-solitons monopoles are obtained from
the action of SO(2, 1) on 1-unitons up to gauge equivalence.
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Proof. Recall that λ = τ−1, and

F (x, y, t, λ) = gi,π0(y+ix)(λ
−1)

is a solution for the linear system (2.11) (Lax pair in λ). Let (x̃, ỹ, t̃)t =
h(x, y, t)t. A computation gives

ỹ + ix̃ =
i

sin θ
(y + αξ + α−1η).

Let λ̃ = h ∗ λ. Then λ̃ = ec(esλ−1)
esλ+1 , so the pole of this expression is when

λ̃ = −i, i.e, when ec(esλ−1)
esλ+1 = −i. But r = es and ec = cot(θ/2), so the pole

is at λ = α−1. This shows that h · F has one simple pole at λ = α−1. Note
that h · F is equal to

(h · F )(x, y, t, λ) = gi,π0(ỹ+ix̃)((σ(h) ∗ λ)−1)

= π0(ỹ + ix̃) − eiθ λ−1 − ᾱ

λ−1 − α
π⊥

0 (ỹ + ix̃)

= (π(x, y, t) − eiθπ⊥(x, y, t))gα,π(x,y,t)(τ),

where π(x, y, t) = π1(y+αξ+α−1η) and π1(z) = π0(iz/ sin θ) is holomorphic.
So h · F is gauge equivalent to the 1-soliton gα,π. Note since π0 : S2 →
Gr (k, Cn) is smooth and h ∈ SO(2, 1), the monopole given by gα,π decays
at spacial variables. �

9. Bäcklund transformations and construction of soliton
monopoles

Multisolitons with simple poles were constructed by Ward [22]. Ward,
Ioannidou, and Anand ([24, 10, 2]) derived methods for computing soli-
tons which have poles with higher multiplicities. These multisolitons have
dramatic physical properties. We give here a brief description of a method
of “superposing” solitons, which is closely related to the permutability for-
mula for Bäcklund transformations. This technique allowed Dai and Terng
[6] to construct solitons with an arbitrary number of poles with arbitrary
multiplicities.

Intuitively, the permutability formula is based on factoring frames. Given
the frames of two solutions ψ1 and ψ2 with singularities at different sets S1

and S2, S1 ∩ S2 = ∅, in C ∪ {∞}, we write

ψ3 = ψ̃1ψ2 = ψ̃2ψ1,

(i.e., factor ψ1ψ
−1
2 = ψ̃−1

2 ψ̃1). Here ψ3 has the singularities at S1 ∪ S2, and
ψj and ψ̃j have the same singular set Sj. It is not difficult to see that ψ3 is
a frame for a solution when ψ1 and ψ2 are. The details of allowing limiting
case where S1 → S2 yield the interesting but complex solitons. The converse
of factoring solutions is also true, but not completely straightforward. We
now go to the details.
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Theorem 9.1 (Algebraic Bäcklund transformation). Let ψ(x, y, t, τ) be
a Ward frame with P = (τ∂yψ − ∂ξψ)ψ−1 and Q = (τ∂ηψ − ∂yψ)ψ−1,
and gα,π a 1-soliton Ward frame. Suppose ψ is holomorphic and non-
degenerate at τ = α. Let π̃(x, y, t) denote the Hermitian projection of C

n

onto ψ(x, y, t, α)(Im(π(x, y, t)). Then
(1) ψ̃(x, y, t, τ) = gα,π̃(x, y, t)(τ)ψ(x, y, t, τ)gα,π(x,y,t)(τ)−1 is holomor-

phic and non-degenerate at τ = α, ᾱ,
(2) ψ1 = gα,π̃ψ = ψ̃gα,π is again a Ward frame such that{

(τ∂yψ1 − ∂ξψ1)ψ−1
1 = P̃ ,

(τ∂ηψ1 − ∂yψ1)ψ−1
1 = Q̃,

where P̃ = P + (ᾱ − α)∂y π̃ and Q̃ = Q + (ᾱ − α)∂ηπ̃).
We will use gα,π ∗ ψ to denote ψ1.

Proof. We give a sketch the proof. Statement (1) can be proved by
computing the residue of ψ̃ at τ = α and show that it is zero. We use
Proposition 8.1 to prove (2). Set g̃ = gα,π̃. Since D = (τ∂y − ∂ξ) is a
derivation, we have

(Dψ1)ψ−1
1 = (Dg̃)g̃−1 + g̃(Dψ)ψ−1g̃−1 = (Dg̃)g̃−1 + g̃P g̃−1,

so it is holomorphic for τ ∈ C \ {α} and has a simple pole at τ = α. But ψ1

is also equal to ψ̃g (here g = gα,π is a 1-soliton Ward frame), so

(Dψ1)ψ−1
1 = (Dψ̃)ψ̃−1 + ψ̃(Dg)g−1ψ̃−1.

But (Dg)g−1 is independent of τ and ψ̃ is holomorphic and non-degener-
ate at τ = α, ᾱ, hence the RHS is holomorphic at τ = α. So (Dψ1)ψ−1

1 is
holomorphic in C. But the residue of (Dψ1)ψ−1

1 at τ = ∞ is also zero. Hence
it must be independent of τ . Similar argument implies that (τ∂ηψ−∂xψ)ψ−1

is also independent of τ , so by Proposition 8.1, ψ1 is a Ward frame.
Set P̃ = (Dψ1)ψ−1

1 = (Dg̃)g̃−1 + g̃P g̃−1. Evaluate the residue at τ = ∞
to get P̃ = P̃ + (ᾱ − α)∂y π̃. Similarly, we get the formula for Q̃.

Since P,Q decay at spacial infinity, I−ψ(. . . , α) decays at spacial infinity.
But gα,π is a 1-soliton monopole frame, so ∂xπ, ∂ηπ also decay at spacial
infinity. Hence P̃ , Q̃ decays at spacial infinity. �

k-soliton monopole frames with only simple poles

Let α1, . . . , αk be distinct complex numbers and Im(αj) > 0 for all
1 ≤ j ≤ k, π0

j : S2 → Gr (kj , C
n) holomorphic maps, and πj(x, y, t) =

π0
j (y + αjξ + α−1

j η). Then gαj ,πj is a 1-soliton Ward frame. Apply the
Algebraic BT (Theorem 9.1) repeatedly as follows: Set ψ1 = gα1,π1, and
define ψj inductively by ψj = gαj ,πj ∗ ψj−1 for 2 ≤ j ≤ k. Then ψk is a
k-soliton Ward frame with k simple distinct poles at α1, . . . , αk. These are
the same soliton Ward frames constructed by Ward using the solution to
the Riemann-Hilbert problem.
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k-soliton monopole frames with pole data (α, k)

Ward’s limiting construction is as follows: Let f0, f1 be rational maps
from C to C

2, and π1,ε and π2,ε the projections of C
2 onto the complex line

spanned by f0(wi+ε)+εf1(wi+ε) and f0(wi−ε)−εf1(wi−ε) respectively, where
wi±ε = y + (i ± ε)ξ + (i ± ε)−1η. Ward showed that

ψ = lim
ε→0

gi−ε,π2,ε ∗ gi+ε,π1,ε

is a 2-soliton Ward frame with a double pole at τ = i and is not stationary.
Since the algebraic BT is easy to compute, Ward’s limiting method can

be calculated systematically as follows (for detail see the paper by Dai and
Terng [6]): Let αε = α + ε, aj : C → C

n be rational maps, and fj,ε =
a0 + a1ε + . . . + aj−1ε

j−1. Let πj,ε(x, y, t) denote the Hermitian projection
of C

n onto the complex line spanned by fj,ε(y + αεξ + α−1
ε η). Set ψ1 =

limε→0 gαε,π1,ε , which is a 1-soliton frame gα,π (here π is the projection onto
Ca0(y + αξ + α−1η)). Define ψk inductively by ψk = limε→0 gαε,πk,ε

∗ ψk−1.
Then ψk is a k-soliton frame with pole data (α, k) (i.e., ψk has a single pole
at τ = α with multiplicity k). Note that ψk depend on k holomorphic maps
from CP 1 to ∪n−1

i=1 Gr (i, Cn).

Soliton frames with arbitrary pole data

To get Ward soliton frames with arbitrary pole data, we need a more
general BT for adding a k-soliton with pole data (α, k) to an existing Ward
frame (cf. [6]):

Theorem 9.2 (Adding a k-soliton with pole data (α, k)). Suppose ψ is
a Ward frame that is holomorphic and non-degenerate at τ = α, ᾱ, and φ
a k-soliton monopole frame with pole data (α, k). Then there exist unique
φ̃ and ψ̃ such that φ̃ψ = ψ̃φ, φ̃ has pole data (α, k), and ψ̃ is holomorphic
and non-degenerate at τ = α, ᾱ. Moreover, ψ̂ = φ̃ψ = ψ̃φ is again a Ward
frame and φ̃ and ψ̃ are constructed algebraically.

As a consequence, we see that the two BTs and the limiting method give
rise to Ward soliton frames with arbitrary pole data. The following theorem
was proved in [6].

Theorem 9.3 ([6]). Algebraic BTs, adding k-soliton BTs, and the lim-
iting method produce all soliton monopoles up to gauge equivalence.

If π0 : S2 → Gr (m, Cn) is holomorphic, then the limit of the 1-soliton
frame,

lim
||(x,y)||→∞

I +
α − ᾱ

τ − α
π⊥

0 (y + αξ + α−1η) = I +
α − ᾱ

τ − α
π⊥

0 (∞)

exists as (x, y) tends to infinity and is independent of t. In other words,
the Ward soliton frame tends to a fixed rational map h(τ) at spacial infinity
and is independent of time. It can be checked easily that this property is
preserved under the Algebraic BT and limiting method. Hence we have
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Proposition 9.4. If ψ is a Ward soliton frame, then lim
‖(x,y)‖→∞

ψ(x,

y, t, τ) exists and is independent of t.

10. Monopoles with both continuous and discrete scattering data

The Lax pair (2.9) of the monopole equation is equivalent to

(10.1) [τ(∇y − φ) −∇ξ, τ∇η −∇y − φ] = 0.

The linear system associated to this Lax pair is

(10.2)

{
(τ∂y − ∂ξ)ψ = (τAy + τφ − Aξ)ψ,

(τ∂η − ∂y)ψ = (τAη + φ − Ay)ψ.

The Algebraic BT theorem for the monopole equation can be proved the
same way as for the Ward equation. We only state the result:

Theorem 10.1 (Algebraic BT for Monopoles). Suppose α ∈ C \ R is a
constant, and ψ is a frame of the monopole solution (A,φ) (i.e., solution
of (10.2)), and ψ(x, y, t, τ) is holomorphic and non-degenerate at τ = α.
Let gα,π be a 1-soliton Ward frame, π̃(x, y, t) the Hermitian projection onto
ψ(x, y, t, α)(Imπ(x, y, t)), and

ψ̃ = gα,π̃ψg−1
α,π.

Then
(1) ψ̃ is holomorphic and non-degenerate at τ = α,
(2) ψ1 = gα,π̃ψ = ψ̃gα,π is a frame for (10.1) with Ã, φ̃ given by⎧⎪⎪⎪⎨

⎪⎪⎪⎩
Ãη = Aη,

Ãξ = (1 − ā
α )(∂ξπ̃)h + h−1Aξh,

Ãy + φ̃ = Ay + φ,

Ãy − φ̃ = (1 − ᾱ
α)(∂y π̃)h + h−1(Ay − φ)h,

where h = π̃ + α
ᾱ π̃⊥.

Theorem 9.2 works for normalized monopole frames too.
Suppose k : C → GL(n, C) is meromorphic, k(∞) = I, and k(τ̄ )∗k(τ)

= I. Then
k̃(x, y, t, τ) = k(y + τξ + τ−1η)

satisfies
(τ∂y − ∂ξ)k̃ = 0, (τ∂η − ∂y)k̃ = 0.

So if ψ is a solution of (10.2) for the monopole solution (A,φ), then so is
ψk̃. However, if lim||(x,y)||→∞ k̃(x, y, t, τ) exists and is independent of t, then
k must be the constant map I. Hence we can use this condition to normalize
frames to get a unique one:

Definition 10.2. A solution ψ of (10.2) for the monopole (A,φ) is called
the normalized monopole frame if



SPACE-TIME MONOPOLE EQUATION 25

(1) ψ(x, y, t, τ̄ )∗ψ(x, y, t, τ) = I,
(2) there exists a map h(τ) such that lim||(x,y)||→∞ ψ(x, y, t, τ) = h(τ)

exists and is independent of t.

By Proposition 9.4, a Ward soliton frame is a normalized monopole
frame. By the Inverse scattering Theorem 7.6, given a smooth map s :
R × S1 → GL(n, C) such that I − s(·, eiθ) decays for each θ and s∗ = s ≥ 0,
then there exists a solution E(x, y, t, μ) of the linear system (2.10) such that

((E−)−1E+)(x, y, 0, eiθ) = s(x cos θ + y sin θ, eiθ)

E(x, y, t, μ) → I as ||(x, y)|| → ∞, and E is holomorphic in |μ| �= 1. Such E
is a normalized monopole frame with only continuous scattering data.

If we apply Algebraic BTs and General Algebraic BTs repeatedly to
a normalized monopole frame with only continuous scattering data, then
we obtain normalized monopoles frames with both continuous and discrete
scattering data. So we get

Theorem 10.3. Let s : R × S1 → GL(n, C) be a smooth map such that
I − s(·, eiθ) decays for each θ and s∗ = s ≥ 0, and φj a normalized soliton
monopole frame with pole data (αj , nj) for j = 1, . . . , k. Then there is a
unique normalized monopole frame E(x, y, t, μ) such that

(1) E is holomorphic for μ ∈ C \ (S1 ∪ {α1, . . . , αk}), has poles at αj

with multiplicity nj, and

E±(x, y, t, eiθ) = lim
|μ|±1<1,μ→eiθ

E(x, y, t, μ)

exist and are smooth,
(2) (E−1

− E+)(x, y, t, eiθ) = s(x cos θ + y sin θ − t, eiθ) is the continuous
scattering data of M ,

(3) Eφ−1
j is holomorphic and non-degenerate at μ = αj for 1 ≤ j ≤ k.

Below we want to prove that all normalized monopole frames with only
finitely many poles and a jump across S1 are constructed by the above
method.

First we need to recall a factorization result. Let D denote the group of
f : S2 = C ∪ {∞} → GL(n, C) that satisfies the following conditions:

(1) f(μ̄−1)∗f(μ) = I,
(2) f±(eiθ) := lim|μ|±<1,μ→eiθ f(μ) exist and are smooth,
(3) f is holomorphic in S2\S1 except with possible finitely many poles.

The following results were proved in [18]:

(a) Given f ∈ D, then there exist uniquely hi, gi ∈ D such that f =
h1g1 = g2h2, fi is holomorphic in S2 \S1, gi are rational maps, and
gi(−1) = I for i = 1, 2.

(b) If f ∈ D has a simple pole at α, then there is a unique projection
π such that fg−1

α,π is holomorphic and non-degenerate at α.
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Note that if E is a normalized monopole frame then E(x, y, t, ·) ∈ D.
Moreover,

(i) E is a soliton frame if and only if E is rational in μ,
(ii) E has only continuous scattering data if and only if E(x, y, t, ·) is

holomorphic in S2 \ S1.
For general normalized monopole frames with both poles and jumps across
S1, we have

Theorem 10.4 (Subtracting 1-soliton). Suppose ψ is a normalized mo-
nopole frame, and ψ has a simple pole at τ = α (may have other singularities
as well ). Then there exist unique ψ̃, ψ1 and smooth π, π̃ : R

2,1 → Gr (k, Cn)
such that

(i) ψ = ψ̃gα,π = gα,π̃ψ1,
(ii) ψ̃ and ψ1 are holomorphic and non-degenerate at τ = α, ᾱ,
(iii) gα,π is a normalized 1-soliton monopole frame, and ψ1 is a normal-

ized monopole frame.

Proof. Statements (i) and (ii) follow from known results stated just
before the theorem. To prove (iii) we use residue calculus. Set D = τ∂y−∂ξ,
and let g := gα,π, g̃ := gα,π̃. Then

(Dψ)ψ−1 = (Dψ̃)ψ̃−1 + ψ̃(Dg)g−1ψ̃.

Since the LHS is independent of τ , the residue of the RHS at τ = α must
be zero, so

−ψ̃(. . . , α)(α∂yπ − ∂ξπ)πψ̃(. . . , α)−1 = 0.

But ψ̃(. . . , α) is non-degenerate, hence (α∂yπ − ∂ξπ)π = 0. Similarly, cal-
culate the residue at τ = α in the expression (τ∂ηψ − ∂yψ)ψ−1 to get
(α∂ηπ − ∂yπ)π = 0. By Proposition 8.4, gα,π is a 1-soliton monopole frame.
Since ψ1 = g̃−1ψ,

(Dψ1)ψ−1
1 = −g̃−1Dg̃ + g̃−1(Dψ)ψ−1g̃.

The LHS is holomorphic at τ = α, ᾱ and the RHS is holomorphic for all
τ �= α, ᾱ. So (Dψ1)ψ−1

1 is a degree one polynomial in τ . Similarly, (τ∂ηψ1 −
∂xψ1)ψ−1

1 is a degree one polynomial in τ . By Proposition 8.1, ψ1 is a
monopole frame. �

Similar argument gives

Theorem 10.5 (Subtracting a soliton with pole data (α, k)). Suppose ψ
is a normalized monopole frame, and ψ has a pole at τ = α with multiplicity
k (may have other singularities as well ). Then there exists a unique k-soliton
monopole frame g with pole data (α, k), a normalized monopole frame ψ1,
and maps ψ̃ and g̃ such that ψ1 and ψ̃ are holomorphic and non-degenerate
at τ = α, ᾱ and ψ = ψ̃g = g̃ψ1.
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A consequence of the above two theorems is that every normalized mono-
pole frame with continuous scattering data and finitely many poles can be
obtained from Theorem 10.3.

11. Appendix: Existence of Continuous Scattering Data for
Small Solutions

The over-all details of the scattering data described in Sections 7 and 10
where we find solutions with a combination of a jump across the unit circle
and point (singularities) measures do fit into the general scheme proposed
by Beals and Coifman [4], [5]. Beals and Coifman point out that the Self-
dual Yang-Mills equations have local scattering data more like the AKNS
scattering problem than either type of KP, and Fokas and Ioannidou point
out that the Ward equation inherits this similarity. Existence of solutions
which have combinations of the two types of scattering data follows from
the existence of the inverse scattering transform and the process of adding
discrete measures by the described Bäcklund transforms. Papers of Fokas
and Ioannidou [7] and Villarroel [21] discuss the existence of the scattering
and inverse scattering transforms.

We find that, as in the AKNS models, small data leads to scattering
data which consists only of the continuous part. For simplicity, we assume
all the data is rapidly decaying and lies in the Schwartz space. Recall that
the spacial operator is

Ds(μ) = D1(μ) − D2(μ) =
(μ − μ−1)

2
∇x − i

(μ + μ−1)
2

∇y − iφ.

Theorem 11.1. Assume that there exists a gauge transformation such
that in the given gauge (A,φ) is small in W 2,1. Then the chern vector c(μ) is
zero for all μ ∈ C∪{∞}\S1. Furthermore there exists continuous scattering
data Sθ = I + Gθ where Gθ is small in L∞

(x,y,t).

Corollary 11.2. Given initial data (A,φ) which is small in W 2,1, there
exist global in time solutions of the space-time monopole problem with this
initial data. These solutions are unique up to gauge transformation.

First we explain how the corollary follows from the theorem. The exis-
tence of global solutions follows from the existence of scattering data which
is purely continuous for the initial data, the known flow of the scattering
data under time, and the existence of the inverse scattering transform. Be-
cause the scattering data remains small, the solution remains small in time.
Suppose there is a time tθ at which uniqueness fails. Since we presume the
solution to be continuous in time, the second solution is small for a short
time near tθ. Hence it has scattering data, and must be identified with the
solution constructed by inverse scattering data by a gauge transformation.

To prove the theorem, we note that the proof is rather standard away
from the unit circle, although it will follow from the proof we give near
the unit circle as well. The difficulty is to prove that the limits exist as
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|μ| → 1. To do this, use the combination of Lorentz and fractional linear
transformation so that μ is pure imaginary. Now let

τ = (μ + μ−1)/(μ − μ−1),

so τ < 1 is real. We assume |μ| < 1, so τ < 0. For |μ| > 1, then the reality
condition implies that Eμ = ((Eμ̄−1)∗)−1. The equation for the frame now
reads:

(∂x − iτ∂y)Eτ = Gτ

where

Gτ (x, y, t) = Aτ (x, y, t)Eτ (x, y, t), Aτ = Ax − iτAy(x, t) −
√

1 − τ2 Φ.

As is usual with solutions with small data, we solve by iteration. Let
Eτ = I +

∑
j≥1 Qj,τ . Set Q0,τ = I, Qj,τ (−∞, y) = 0, and define Qj,τ itera-

tively by
(∂x − iτ∂y)Qj,τ = Gj−1,τ = AτQj−1,τ .

Here Aτ is as above.
We now take the Fourier transform in the y variable alone, and denote

the transform in y only of an expression Q by Q̂. Let ζ be the transform
variable of y. We have

∂xQ̂j,τ − ζτQ̂j,τ = Ĝj−1,τ .

But this ODE can be solved explicitly:

Q̂j,τ (x, ζ, t) = sgn (ζτ)
∫

ζτ(x−r)≤0
eζτ(x−r))Ĝj−1,τ (r, ζ, t) dr.

So ∫ ∞

−∞
Q̂j,τ (x, ζ, t)dζ

=
∫ ∞

−∞
sgn (ζτ)

∫
ζτ(x−r)≤0

eζτ(x−r))Ĝj−1,τ (r, ζ, t) dr dζ.

If τζ > 0, then the above integral is equal to∫ ∞

−∞

∫ 0

−∞
eτζsĜj−1,τ (x − s, ζ, t) dsdζ.

For τζ < 0, we get a similar but different formula. This explains the jump.
So we obtain in a straightforward fashion the estimate independent of τ :

||Q̂j,τ ||1 ≤ ||Ĝj−1,τ ||2 = ||Âτ ∗ Q̂j−1,τ ||2 ≤ ||Âτ ||2||Q̂j−1,τ ||1.
The norms used are || · ||1 as the L∞

x L1
ζ and || · ||2 as the L1

(x,ζ) norm. Given
these estimates, the solution

Q̂(x, ζ, t) =
∑
j≥0

Q̂j(x, ζ, t)

exists in L∞
x L1

ζ when ||Âτ ||2 ≤ 1. But it is easy to see that when the
W 2,1 norm of (A,φ) is small, this inequality is satisfied. Furthermore, ||Q̂||1
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bounds ||Q||∞ and existence follows. Iterating these same estimates in the
various derivatives of Q will give estimates on the higher norms, although
we do not expect or require smallness in the higher derivatives and weights.
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