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1. INTRODUCTION

Lee, Park, Hong, and Kim are to be congratulated for
this interesting and excellent exposition on a general varying
coefficient model with a Hilbertian response and a set of real-
valued predictors. We shall refer to the authors as LPHK
whenever we mention them in what follows.

Unlike the flexible generalized varying coefficient model
with a Euclidean response investigated in Lee, Mammen and
Park [2], the theoretical treatment of the new general vary-
ing coefficient model in this paper is abstract and compli-
cated. LPHK have done a nice job in model identification
and estimation. In particular, they proved the convergence
of the backfitting algorithm that yields the estimators and
derived the rates of convergence of the estimators and their
asymptotic distributions. The proposed estimators are eval-
uated and illustrated by a simulation study and a real data
application, respectively.

In this discussion, we would like to suggest an alterna-
tive way for model formulation and interesting follow-up re-
search on significance test of component maps and analysis
of variance of density functions.

2. MODEL FORMULATION

The general varying coefficient model studied by LPHK
allows the predictors to enter the model linearly or nonlin-
early. This gives much flexibility in model building, but it
may cause some difficulties in model formulation, identifica-
tion, and interpretation. Take the model formulation as an
example. To describe the model, LPHK divide the d predic-
tors into several parts in the following way:

(1) X1, . . . , Xd0−r,︸ ︷︷ ︸
nonlinear

Xd0−r+1, . . . , Xd0 ,︸ ︷︷ ︸
linear & nonlinear︸ ︷︷ ︸

continuous

Xd0+1, . . . , Xd,︸ ︷︷ ︸
linear︸ ︷︷ ︸

continuous or discrete

where the predictors are ordered according to their types
(without loss of generality) so that it is sufficient to use only
two numbers d0− r and d0 to divide the whole predictor set
into three parts of different types. In practice, we may first
sort the predictors into the form (1) and then identify d0 and
r. Based on the “sorted” predictors, we have the following
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two equivalent expressions:

E(Y |X) =⊕d0

j=1 [⊕k∈IjXk � f j,k(Xj)](2)

=⊕d
k=d0−r+1 [⊕j∈Ĩk

Xk � f j,k(Xj)].(3)

In the first expression (2), the first sum operation is a sum-
mation of all predictors in the nonlinear part (that can be
the input of the component map f j,k), and the second sum
operation is a summation of all predictors in the linear part
and interact with the mapped value of Xj (i.e., predictors
with indices in the set Ij). In the second expression (3),
the first sum operation is a summation of all predictors in
the linear part while the second sum operation is a sum-
mation of all predictors that can be a nonlinear part that
interacts with Xk (i.e., predictors with indices in the set Ĩk).
The equivalence of the two expressions (2) and (3) is in fact
an exchange of the double summation operations, but the
indices in the company sets Ij and Ĩk of the second sum op-
erations have no order as in the first sum operations, even
all predictors are sorted as in (1), which further complicates
the expression of the model. In what follows, we describe an
alternative way for model formulation.

We suggest to formulate the condition mean E(Y |X) in
the following way:

(4) E(Y |X) = ⊕d
j,k=1ajkXk � f j,k(Xj),

where the indicator ajk = 1 when the varying coefficient
model contains the interaction term between the mapped
value of Xj and Xk, and ajk = 0 otherwise. Obviously, the
above model formula can be simply specified by an indica-
tor matrix A = (aij)

d
i,j=1 whose entries are either 1 or 0.

The expression (4) includes all the d2 pairs of predictors
and nonlinear mapped values of predictors, and the entries
of the indictor matrix A are used to determine if a pair is
included in the model or not. The above new model formu-
lation is very flexible in the varying coefficient model specifi-
cation. For example, to exclude the terms like Xj�f j,j(Xj)
from the varying coefficient model, one just needs to set all
the diagonal entries of A to be 0; to define the subset of
predictors appearing in the nonlinear part, one just needs
to write {Xj : ∃k, s.t. ajk = 1} = {Xj :

∑d
k=1 ajk > 0};

to define the subset of predictors appearing in the linear
part, one just needs to write {Xk :

∑d
j=1 ajk > 0}; to

define the subset of predictors appearing in both the lin-
ear and nonlinear parts, one just needs to write {X� :
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(
∑d

j=1 aj�)(
∑d

k=1 a�k) > 0}; and the subset of predictors
appearing only in the nonlinear or linear part can be ex-
pressed as {X� : (

∑d
j=1 aj�) = 0 and (

∑d
k=1 a�k) > 0} or

{X� : (
∑d

j=1 aj�) > 0 and (
∑d

k=1 a�k) = 0}, respectively.
Admittedly, it needs some further investigation to check
whether the above new model formulation can simplify the
notations or better facilitate the analysis of the varying co-
efficient model.

3. TESTING THE SIGNIFICANCE OF
COMPONENT MAPS

As mentioned by LPHK in their concluding remark, an
important problem is to identify significant component maps
in the varying coefficient model. To this end, one may
consider the hypothesis testing problem H0 : f j,k = 0
for a given j and all k ∈ Ij . Equivalently, we can write
H0 : f j = 0, where f j = (f j,k : k ∈ Ij) as defined by
LPHK. Following Zhang, Guo and Zhou [4], Zhang et al.
[5], and Smaga and Zhang [3] among others, a natural test
statistic can be constructed using the squared L2-norm of
the backfitting estimator f̂ j , that is Tn =

∑
k∈Ij

‖f̂ j,k‖2H
where ‖f̂ j,k‖2H denotes the squared L2-norm of f̂ j,k as de-
fined by LPHK. To conduct the test, one may approximate
the null distribution of Tn analytically or nonparametrically.
For example, based on the theoretic results established by
LPHK in Theorem 3, one may show that the test statis-
tic Tn and a chi-square mixture have the same normal or
non-normal limiting distribution. This shows that one may
approximate the null distribution of Tn using the Welch–
Satterthwaite chi-square approximation as done in Zhang,
Guo and Zhou [4] and Zhang et al. [5] among others. Alter-
natively, one may approximate the null distribution of Tn

using a parametric bootstrap approach or a nonparamet-
ric bootstrap approach. Further studies in this direction are
interesting and warranted.

4. ANALYSIS OF VARIANCE OF DENSITY
FUNCTIONS

To demonstrate the performance of the proposed back-
fitting estimators of the varying coefficient model, LPHK
present a simulation study and a real data example where
density functions are analyzed. Delicado [1] and Smaga and
Zhang [3] considered the analysis of variance (ANOVA)
problem of density functions, which tests if k underlying
mean density functions are the same based on k given sam-
ples of the random density functions. This ANOVA problem
can be treated as a special case of the general varying coeffi-
cient model considered by LPHK, where the only predictors

are the k dummy variables indicating which group the ran-
dom density functions belong to. Under this special varying
coefficient model, the ANOVA problem can be tested via
applying the above L2-norm-based test to check if the coef-
ficients of the k dummy variables are the same. A question
arises naturally. In terms of size control and power, which
approach is preferred? Further studies in this direction are
also interested and warranted.
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